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I. INTRODUCTION 

Comparatively large overall dimensions of microstrip filters 
(MSF) do not allow them to become widely used in home re-
ceivers of the global navigation satellite systems «GLON-
ASS», «GPS» or «GALILEO». However, in the special pur-
pose equipment requiring high operational reliability of the 
apparatus at increased levels of radiation and vibration and in 
the wide temperature range, such filters are used both in piece 
and mass production. 

The aim of the present work is to design MSF with low 
losses in the bandpass for the low noise amplifier (LNA) and 
MSF for the diplexer combining the channels L1 and L2 for 
the combined bandwidth receiver of the global navigation sat-
ellite systems «GLONASS» and «GPS», as well as MSF of 
the combined bandwidth L2 + L3 for the systems «GPS» and 
«GALILEO». Constructional and electrical parameters of 
MSF have to be reproducible in serial production and costs of 
the filters should be minimal. 

II. FILTER AND DIPLEXER DESIGN 

One of the main requirements in the serial production of fil-
ters for LNA and diplexer for the frequency band L1, L2 and 
L3 is the cost minimization for the filter production and their 
adjustment. Therefore, filters are designed based on microstrip 
resonators (MSR). Though resonators on suspended substrate 
have high unloaded Q, the fabrication and tuning of the filters 
on suspended substrate are less manufacturable. In order to 
decrease the dimensions MSF are designed on quarter wave ir-
regular MSR with increasing capacitance and inductance of 
the resonators by widening strip conductors in the capacitance 
part of the resonators and their narrowing in the inductance 
part [1]. 
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Therefore, for MSF being developed for LNA the decrease 
of the strip conductor width of the quarter wave MSR in the 
antinode of the MSR high frequency current is limited by the 
allowable level of the insertion losses in the MSF bandpass of 
1 dB, with the level of the return losses being 14dB. 

The requirements for the MSF performance in the operating 
temperature range from +70 to - 50С as well as the spread in 
values of the substrate permittivity impose the necessity of de-
signing MSF with a larger bandpass width, higher bandwidth 
ratio of the amplitude-frequency response (AFR), lower inser-
tion and higher return losses in the bandpass. In this case the 
adjustment of the MSF bandpass is made by means of the 
screen height (which is provided by the peculiarities of the 
MSF design), decreasing significantly the adjustment time of 
one filter at their serial production. 

TABLE I 
THE MEASURED CHARACTERISTICS OF THE INPUT MSF 

 
The parameter name Band L1 Band L2 

Bandpass, MHz 1565 - 1610 1217 - 1257 

Minimal losses in the band-
pass, dB 

0,5 0,6 

Irregularity of AFR in the 
bandpass, dB 

0,2 0,1 

Voltage-standing wave ratio 
of the input and output in the 
working frequency band 

1,35 1,32 

Irregularity of the group de-
lay in the working frequency 
band, ns  

3 3 

Signal attenuation upon de-
tuning of  150 MHz from 
the center frequency of the 
bandpass, dB 

-17 

-25 

-18 

-23 

Table 1 presents the measured MSF characteristics for LNA 
of the bands L1 and L2. Both filters are implemented using 
three co-directional quarter wavelength MSR. The MSF over-
all dimensions with the body and screen are 974 mm. The 
thickness of the dielectric substrate is 1 mm, the permittivity is 
80. The filter input and output are stripline. 

MSF for the diplexer is simulated using four quarter wave 
MSR. Fig. 1 demonstrates the design of the L1 frequency band 
MSF. 
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Fig. 1. The L1 frequency band MSF 

 
Fig. 2 presents the simulated frequency dependences of the 

parameters S21 and S11 of the L1 frequency band MSF, 
with the distance from the MSF substrate to the screen being 
1.7 mm (dark circles) and 1.6 mm (light circles).  

 
Fig. 2. Simulated insertion and return losses of the L1 band MSF 

at two screen heights 
 

One can see in Fig. 2 that the filter designed such that there 
are low frequency and high frequency attenuation poles to the 
left and to the right from the filter bandpass. The frequency of 
the high frequency attenuation pole and high frequency 
boundary of the filter bandpass almost do not depend on the 
height of the filter screen changing from 1.7 mm to 1.6 mm. 
While the location of the low frequency attenuation pole and 
low frequency boundary of the bandpass strongly depends on 
the screen height. When decreasing the distance from the MSF 
substrate to the screen from 1.7 mm to 1.6 mm, the low fre-
quency boundary of the bandpass at the level of -1dB in-
creases almost by 10 MHz, which corresponds to the relative 
decrease of the bandpass width of about 20 %. It should be 
noted that return losses in the microstrip filters bandpass at the 
mentioned changes of the screen height always remain not 
more than -18 dB. 

Increasing the frequency of the low frequency attenuation 
pole upon decreasing the screen height results only in increas-
ing the steepness of the low frequency slope of the MSF am-
plitude frequency response. Here, it is necessary to obtain the 
signal attenuation of -40 dB at a given detuning from the cen-
ter frequency of the MSF bandpass when simulating it for the 

L1 MSF. The signal attenuation achieved in the MSF devel-
oped is more than -50 dB at the indicated changes of the 
screen height. To decrease the overall dimensions of the L2 
frequency band MSF the topology of the resonator stripline 
conductors in this filter is designed so as to decrease the cou-
pling coefficient between MSR. As a result, the overall dimen-
sions of the filters of both bands L1 and L2 are the same and 
amount to (along with the body and screen) 14х7х3 mm. Fig. 
3 shows the design of the L2 frequency band MSF. 

 
Fig. 3. The L2 frequency band MSF 

 
 

 
Fig. 4. The simulated dependences of the relative change of the 

bandpass and least attenuation in the stop band on the height of the 
screen for the L2 frequency band MSF 

Fig. 4 presents the simulated dependences of the relative 
change of the bandpass width at the level of -1 dB (∆Fi/∆F) 
and the least attenuation (А) in the stop band on the height of 
the screen (h) for the L2 frequency band MSF. It should be 
noted that the change of the bandpass width both in the L2 
MSF and L1 MSF is caused by the shift of the low frequency 
edge. The high frequency edge is almost not shifted when the 
screen height is changed from 1.7 mm to 1.6 mm.  

One can see in Fig. 4 that in this filter when decreasing the 
distance from the MSF substrate to the screen from 1.7 mm to 
1.6 mm the relative decrease of the bandpass width is about 
20%, which almost coincides with the data for the L1 fre-
quency band MSF. The simulated minimal attenuation of the 
signal in the stop band is -47 dB, with the required attenuation 
being -40 dB. Here, the return losses in the filter bandpass at 
the mentioned changes of the screen height as well as in the 
L1 MSF are always at least -18 dB.  

405 



Thus, the above considered peculiarities of the designed fil-
ters of the frequency bands L1 and L2 allow one to implement 
fine-tuning of their bandpass width only by changing the 
screen height after previous adjustment of the upper boundary 
of the bandpass. 

To increase the AFR selectivity it is possible to implement 
the cascade connection of two MSF of each diplexer channel 
by conductive-inductive coupling. With such connection of the 
quarter wave MSR, in contrast to half wave resonators, the 
low frequency mode caused by collective resonance of the 
coupled resonators is absent [2]. Based on these MSF a mi-
croassembly has been developed with the cascade connection 
of two MSF of each channel of the diplexer using conductive-
inductive coupling employing the microwave amplifier. Fig. 7 
presents the measured AFR of one channel of the microas-
sembly consisting of the cascade connection of two MSF. As 
is seen in Fig. 7, the signal suppression in the stop band of the 
MSF cascade coupling is more than -70 dB. 

Fig. 5 presents the measured AFR of the L1 and L2 fre-
quency band diplexer. One can see in Fig.5 that the suppres-
sion of the signal in the adjacent channel of the diplexer is 
more than -55 dB, while the required level is -40 dB. 
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Fig. 5. The measured insertion and return loss 
 of the L1 and L2 diplexer  

Fig. 7. The measured insertion and return losses of the cascade 
connection of the diplexer channels If necessary, in the diplexer the L2 MSF can be substituted 

with the L2 + L3 MSF with the identical overall dimensions. 
Fig. 6 demonstrates the measured AFR of the channel of the 
L2 + L3 combined frequency band diplexer. The MSF input 
and output of the frequency bands L1, L2 and L3 employed in 
the diplexer as well as MSF input and output used in LNA are 
stripline. 

III. CONCLUSION 

The designed MSF and diplexer of the combined bandwidth 
of the global navigation satellite systems «GLONASS», 
«GPS» and «GALILEO» have been subjected to thermal tests 
(+70 - 50С) and vibration testing. Their serial production has 
been started. Also, individual MSF for each frequency band-
width have been developed. 
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It should be noted that when designing these MSF, their ca-
pability for serial production with minimal interference of the 
regulator is taken into account. 
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Fig. 6. The measured insertion and return loss 
 of the L2+L3 filter  
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	EBG Band-stop Filter with Suppression of 6 Spurious Stop-bands
	Dusan A. Nesic1 and Branko M. Kolundzija2
	Abstract— Based on the well known theory of infinite periodic structures, analytical theory of EBG (electromagnetic band gap) cells suppressing 6 higher (spurious) stop-bands is developed. Using such cells in a cascade the straight-forward procedure for design of the corresponding EBG band-stop filter is proposed, with possibility to control the width and the depth of the stop-band. The analytical theory is confirmed by the EM simulation of a filter realized in the microstrip technology. 
	I.    Introduction
	In last decades many papers were published dealing with microstrip EBG (electromagnetic band-gap) structures. The EBG structures are obtained in different ways: by drilling holes in the substrate [1], by etching sinusoidal patterns in the substrate [2], or by varying the microstrip line pattern to cause the sinusoidal variation of its characteristic impedance [3]. Most of these papers rely on EM (electromagnetic) simulations and measurement using basic ideas from well known theory of infinite periodic structures [4]. Instead of experimenting with various patterns using EM simulation, analytical theory of EBG cells suppressing 3 higher stopbands is developed in ref. [5], thus enabling straightforward design of EBG filters with the same property. Using the same method as in ref. [5], this paper presents analytical theory of EBG cells suppressing 6 higher stopbands and straightforward design of EBG filters with the same property.
	II. Theoretical Basis
	Consider one-dimensional (1D) microstrip periodic structure in form of infinite cascade of identical two port linear reciprocal passive cells. Following the general theory of periodic structures given in [4], the cell can be characterized in two ways: 1) with its ABCD matrix, and 2) with its physical length l and equivalent propagation coefficient  (α is equivalent attenuation coefficient, and β is equivalent phase coefficient). In that sense, the voltage and the current at the beginning of the nth cell, Vn and In, can be expressed in terms of the voltage and the current at its end, Vn+1 and In+1, in two ways
	1Dusan A. Nesic is with the IHTM-CMTM, Njegoseva 12, 11000 Belgrade, Serbia, E-mail: nesicad@nanosys.ihtm.bg.ac.rs
	2Branko M. Kolundzija is with the School of Faculty of Electrical Engineering, University of Belgrade, Bul. Kralja Aleksandra 175, 11000 Belgrade, Serbia, E-mail: kol@etf.bg.ac.rs
	                           (1a)       
	  (1b)
	After replacing (1b) into (1a) and simple rearrangement we obtain the homogenous system of equations with condition that for nontrivial solution its determinant equals zero, i.e.
	  (2a)
	  (2b)
	Replacing  (valid for reciprocal networks) into (2b) and subdividing left and right side by 2eγl the so-called dispersive relation is obtained in the form cosh(γl) = (A+D)/2. In the case of cells without losses A and D are always real, so that cosh(γl) also must be real. Having in mind that cosh(γl) = cosh(αl) sinh(βl) + j sinh(αl) sinh(βl), cosh(γl) can be real only if sinh(αl) sinh(βl) equals zero. It is possible in two cases: 1) α = 0, β ≠ 0 (the wave propagates along the cascade without attenuation), and 2) α ≠ 0, β = 0, π/l (the wave attenuates), and dispersive relation reduces to
	   (3a)
	   (3b)
	Frequency ranges in which relation (3a) is satisfied correspond to pass-bands, while frequency ranges in which relation (3b) is valid correspond to stop-bands. If infinite cascade is truncated the attenuation in stop-bands is limited by number of cells, while propagation in pass-bands is disturbed due to reflections in planes of truncation.
	Consider a cell as cascade of n sections, i.e., transmission lines without losses, of equal angular length θ, and of different characteristic impedances, Zi, i = 1,...,n. ABCD matrix of the cell having i sections can be represented as product of the ABCD matrix of the cell having i-1 sections and the ABCD matrix of single section as
	    (4)
	After multiplying matrices on the left side of (4), recurrent formulas for ABCD parameters are obtained in the form
	    (5a)
	     (5b)
	     (5c)
	      (5d)
	It can be shown that for odd n the right side of (4) can be written in the form of odd polynomial of cosθ  in the form
	  (6)
	where [n/2] represent integer part of n/2, and coefficients depends only on characteristic impedances Zi, i = 1,…, n. This polynomial will be referred as dispersive polynomial. Obviously the polynomial is periodic function in θ with period π. Let us investigate its behaviour in range, for which. It is easy to show that at boundaries of the range the polynomial has values ±1. In general case, inside the range the polynomial may have up to n zeros and n-1 extremes. If magnitudes of all extremes are greater than one, there are n-1 stopbands in the range. In what follows all cells will be made of n = 9 sections of equal length. An array of characteristic impedances in one cell made of 9 sections is presented in fig.1.
	Fig. 1. Array of the characteristic impedances
	in one cell made of 9 sections
	For the beginning let us consider cascade of 4 identical cells, where the characteristic impedances of the cell's section are obtained by random choice in range from 25 to 100 Ω.  Fig. 2 shows s12 versus frequency for 5 different combinations of characteristic impedances. The blue curve represents result for cell containing sections of 81, 25, 29, 78, 79, 50, 74, 37, and 28 ohms. The yellow curve represents result for cell containing sections of 31, 43, 26, 43, 64, 59, 75, 81, and 66 ohms. The red curve represents result for cell containing sections of 51, 63, 44, 78, 58, 82, 67, 73, and 60 ohms. The green curve represents result for cell containing sections of 25, 42, 65, 32, 52, 65, 79, 69, and 83 ohms. Finally, the grey curve represents result for cell containing sections of 46, 66, 45, 83, 97, 37, 98, 71, and 35 ohms. Frequency range of 27 GHz (0 GHz ≤ f ≤ 27 GHz) corresponds to angular length of π (0 ≤ θ ≤ π). It is seen that all 5 randomly chosen cells have more or less pronounced stop-bands in the vicinity of all 8 extremes.
	Fig. 2.  S12 of cascade of four identical cells made of nine sections versus frequency, obtained for five random choices of section impedances.
	Fig. 3. Position of band-gaps depends on angle 
	(bold lines mark desirable bandgaps)
	(-1) or (+1) correspond to boundaries of the dispersive polynomial
	In case of band-stop filter it is desirable to control "depth" of the first stop-band and to suppress higher (spurious) stop-bands. The question is if it is possible to eliminate some of stop-bands by special choice of section's impedances. Having in mind that , the stop-bands are symmetrical with respect to θ = π/2, the center of the range, so that elimination of the 1st, 2nd, 3rd, and 4th stop-band results in elimination of the 8th, 7th, 6th and 5th stop-band, respectively, and vice versa, fig.3. Since, we want to retain the 1st stop-band, such structure gives theoretical possibility to eliminate six (spurious) stop-bands, from the 2nd to the 7th, and to achieve this it is enough to find a way to eliminate stop-bands from the 2nd to the 4th. The elimination of a stop-band is provided if magnitude of the corresponding extremum is decreased to value not greater than one.
	To decrease value of the 2nd, 3rd, and 4th extremum we need first to find their position. The positions of all extremes are obtained from the first derivative of the dispersive polynomial with respect to θ equated to zero, i.e.
	        (7)
	After simple manipulations equation is obtained in the form
	   (8)
	In case of solution  we have, which corresponds to the boundaries of range. Note that for these boundaries we previously found that dispersive polynomial has values ±1, i.e., we have passbands in the vicinity of these boundaries, as shown in fig.3. Other solutions are obtained if expression in braces is equated to zero. After replacing, equation of 4th order in terms of t is obtained 
	  (9)
	The equation is solved analytically. Solving this equation we obtain the positions of extremes (1, 2, , 4, , 6, 7 и 8), around which in general case stop-bands are placed.  Since the first of them is the desirable stop-band, and the last four always go in couple with the first four, let us focus on the 2nd, 3rd and 4th extremum (1, 2, and ).
	To investigate if there were such values of section impedances that decrease the extremum magnitude to value not greater than one, we applied the optimization procedure. At the beginning the impedance values of all sections are varied between given Zmin and Zmax. For optimization we used the multi-minima optimization method [6], so that in each run a bunch of minimums was obtained. For each minimum the magnitude of all three extremes were successfully decreased almost exactly to one (with error of about 10-3 which corresponds to error in single precision calculus). However, we found that most of these cells have different values of Bloch impedance in pass-bands on the two sides of stop-band, and different values from the desirable reference impedance Z0 (e.g., Z0 = 50 Ω), which is not convenient for making filters as finite cascades.  By further experiments we found that Bloch impedance in pass-bands close to Z0 can be achieved if central section is chosen to have characteristic impedance Z0, and if product of characteristic impedances of sections symmetrically placed with respect to the central section is equal to Z02, i.e., 
	   (10)
	After applying relation (10) only four characteristic impedances left to be optimized (Z1, Z2, Z3, and Z4). In all such optimizations it was found that minimum or maximum value is obtained for 3rd section. Moreover, for Z3 fixed, the multi-minima method always finished in single minimum or maximum. Finally, note that if Z3 is replaced by Z02/Z3, the same cell is obtained, but with sections counted in opposite direction.  Hence, the final optimizations are performed by varying three characteristic impedances (Z1, Z2, and Z4) for different values of characteristic impedance Z3, where Z3 is varied from small fraction of Z0 to Z0. As a result of these optimizations we obtained Z1, Z2, and Z4 in terms of Z3. It was found that these results could be very accurately fitted by polynomials of 3rd order, as
	  (11a)
	  (11b)
	  (11c)
	Finally, we can establish procedure that provides design of the cell, which suppresses six spurious stop-bands. As a first step we adopt reference impedance Z0 (usually, 50 Ω). Then we adopt minimum characteristic impedance of the cell, Z3. After that characteristic impedance Z1, Z2, and Z4 are calculated using formulas (11a), (11b), and (11c). Finally, all other characteristic impedances are calculated using relation (10).
	The question is how to choose minimum characteristic impedance. It is shown that by decreasing Z3 width and depth of the bandstop increases. It is also shown that by cascading such cells the width of the bandstop practically does not change, while the depth of bandstop significantly increases. Hence, we propose the following procedure for design of bandstop filter with suppression of six spurious stopbands. First, decrease Z3 starting from Z0 to adjust width of stop-band. Then, increase the number of cells to adjust the depth of stop-band. In particular, after truncation of infinite cascade significant ripples occur in the pass-band, in the vicinity of the stop-band. The ripples can be decreased by decreasing Z3 of outer cells and increasing Z3 in inner cells.
	III. Implementation
	Using above theory the band-stop filter which suppresses six higher stop-bands is designed. In the first step, the model using ideal transmission lines is created. The central frequency of band-stop is 3 GHz, at which the attenuation of 30 dB is achieved. The width of the band-stop at attenuation level of 10 dB is about 1.85 GHz. The filter consists of 4 cells having equal electrical lengths. For two inner cells impedance Z3 is 23.60 ohms, while for two outer cells impedance Z3 is 28.20 ohms, thus decreasing maximum attenuation in pass-band bellow 0.5 dB. 
	In the second step the ideal model is converted to three-dimensional (3D) EM model in microstrip technology using teflon substrate (,, h = 0.508 mm). In the EM modelling real thickness of metallization of 17 microns and skin effect losses are taken into account using σ = 18 MS/m instead of σ = 58.8 MS/m. All simulations are performed in WIPL-D software packages [7].  Fig 4 shows the metallization pattern, which is used in EM model. Fig. 5 shows comparison between results obtained by simulation of ideal (transmission line) model and 3D EM model. There is very good agreement between ideal and EM model 
	Fig. 4. Geometrical model of band-stop filter made of four cells,  each cell consisting of 9 sections
	a) S21
	b) S11
	Fig. 5. S21 and S11 parameters of band-stop filter shown in Fig. 4. Comparison of results obtained by ideal model (circuit simulation) and technological model (EM simulation)
	IV. Concslusion
	Design procedure of EBG filter suppressing 6 higher (spurious) stop-bands is proposed. The filter is in form of cascade of cells of the same type. Each cell is in form of cascade of 9 sections (transmission lines of equal electrical length), whose characteristic impedances are strictly determined by the characteristic impedance of 3rd section (having lowest/ highest value), which is decreased/increased to adjust the width of the main stop-band. The depth of the stop-band is controlled by number of cells. Circuit and EM model agreed very well. 
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	On a Method to Obtain -domain Functions of Wave Digital Network for Elliptic Lowpass Microstrip Filter
	Biljana P. Stošić 
	Abstract - An analysis method is presented for evaluating the -domain scattering parameters of wave digital network (WDN). WDN represents a model of microstrip structure based on one-dimensional wave digital approach. It is formed by connecting several multiport networks together. Method is a quite general and can be employed to analyze different microstrip filter circuits. The closed-form solutions to WDN can be derived which enables to characterize in the shortest possible time the microstrip structure in the whole frequency range. Both theoretical analysis and experimental results are given, showing good agreement.
	Keywords - Wave digital network, transfer parameter approach, elliptic lowpass filter, -domain functions, scattering parameters.
	I.    Introduction
	Wave digital filters (WDFs) represent a class of digital filters with a particular interest. WDFs were developed initially by Alfred Fettweis [1-2] in the late 1960s for digitizing lumped electrical circuits composed of inductors, capacitors, resistors, and other elements of classical network theory. The WDF approach is based on the traveling-wave formulation of lumped electrical elements. 
	Recently, much work has concentrated on the development of wave digital approach for modeling and analysis of different physical systems. A detailed review of application of WDF structures for electromagnetic field simulation is given in [3-4]. After an extensive search in the literature it was found an application of commercial software Agilent ADS (Advanced Design System) to simulations of different microstrip structures based on their wave digital network representations [5]. The equivalent circuit model can be solved through a circuit simulator. The adaptors with many multiply elements are used.
	Planar microwave circuits such as microstrip lines are widely used in microwave and millimeter-wave circuits. It is necessary to acquire the scattering parameters of the circuits to make sure that their performances satisfy the needs. The wave digital filter theory has proven to be a powerful tool for wave-based modeling of the planar microstrip structures [6-9]. The wave digital networks (WDNs) are models of the microstrip structures modeled by wave digital elements (delay, adder, multiplier and adaptors). WDNs can be efficiently used for analysis of different geometry structures in both the time and the frequency domains. 
	Biljana P. Stošić is with the University of Niš, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, P.O.Box 73, 18000 Niš, Serbia, E-mail: biljana.stosic@elfak.ni.ac.rs
	The ultimate goal in this paper is to give an original and general method to characterize the behaviour of microstrip structures by use of the wave digital networks in MATLAB environment. Wave digital approach into MATLAB provides easy simulation of microwave layouts such as microstrip structures of different geometries. Also, allows the user to get the fastest return out of 3D electomagnetic tool investments. Two-multiply models of the three-port adaptors are going to be used here. The equivalent representation of this structure in MATLAB is much simple to operate than the one shown in [5]. 
	In this paper, the wave digital network scattering parameters,  and , are developed in -domain. A transfer parameter approach for direct calculation of polynomial coefficients of rational functions  and  is described. A computer program is written to implement the proposed algorithm, and a microstrip elliptic lowpass filter is analyzed. To prove the accuracy of the approach, the computer simulated results are compared to those obtained by the other simulation program described in [10]. The results are within the expectations and found to be consistent with the previous findings.
	II. Transfer Wave Matrix Synthesis of Wave Digital Network
	The introduction of the wave variables is the key element of the wave digital approach [1-2], [4]. The wave variables  and  ensure the computability of the resulting network. Unit element (UE) is a two-port series digital element with a delay occurring in the forward path [2]. Adaptors are multiport elements that are needed to connect UEs into networks.
	The analysis of an elliptic lowpass microstrip filter starts by considering its WDN composed of three types of building blocks: UEs, two-port series adaptors and three-port parallel adaptors. The calculating of -domain scattering parameters of the known WDNs is discussed here.
	The uniform segments (assigned as UTL segments) in the microstrip structure have different characteristic impedances , . Each uniform segment is modeled by several cascaded UEs, i.e.  sections. Each UE is associated with its delay , and port resistances  at either port. The port impedances of the UEs in blocks are equal, which means that they can be directly cascade connected (coefficients of two-port adaptors are zeros and those adaptors aren’t given in the Fig. 1). The models of uniform segments assigned as  blocks are connected by multiport elements – so-called adaptors.
	Fig. 1. Wave digital network
	Fig. 2.  WDN of two cascaded lines 
	(a transmission line and an open stub)
	Consider the resultant WDN pictured in Fig. 1. It contains  UEs,  three-port parallel adaptors and  two-port series adaptors. A WDN can be generally seen as a set of UEs connected with each other through a tree-like network of elementary (series or parallel) adaptors. This WDN is a two-port circuit having at each port an input and an output wave variable. The incident wave  is equal to voltage  of the source, and reflected wave  is equal to voltage  on the load. The first and the last two-port series adaptors are used for matching source and load resistances to the rest of the WDN.
	A. WDN of Two Cascaded Lines
	Consider for the beginning a part of the network which represents a digital model of series connection of two transmission lines, where the second one is an open stub, Fig. 2. An uniform segment UTLk is modeled with  cascaded UEs, and segment UTLk+1 with  UEs, . Connection between these two models of uniform segments UTLk and UTLk+1 is achieved by a two-port series adaptors with coefficients , . 
	The port resistances  and , as well as the number of sections in uniform segments  and , can take different values. If  then it will be talked about the cascade of line and stub of different characteristic impedances. In the case of port resistance to be , the observed network corresponds to an open stub. For  it is talked about a short stub. 
	Let’s find now a wave transfer matrix of this observed WDN. An equation system for two-port series adaptor is
	 (1)
	where the adaptor’s coefficient is defined as
	. (2)
	For the network, the additional relations can be written
	,       and   . (3)
	The relation between the wave variables at the input of the network is found by solving the new equation system obtained by substitution of the additional relations into equation system given by (1), is
	. (4)
	B.  A three-port Parallel Adaptor with WDN of Two Cascaded Lines on Dependent Port 2
	The models of three segments in Fig. 1 are interconnected using a three-port parallel adaptor. Each three-port adaptor is associated with coefficients  and , and three incident ,  and , and three reflected ,and  waves, where .
	The  three-port parallel adaptor with port 2 chosen as dependent port (Fig. 1) is described by set of equations
	,
	, (5)
	,
	where the multiplier coefficients are 
	, (6a) 
	and
	 , (6b)
	with ,  and  being the port conductances.
	If dependent port 2 of three-port adaptor is terminated by a WDN of two cascaded lines, its network is reduced to a two-port network. So, the wave transfer matrix of  three-port adaptor, is obtained by use of relations (4)-(6) and it is 
	. (7)
	The wave matrix elements are rational functions of  as follows 
	,  (8)
	(9)
	(10)
	, (11)
	, (12)
	and
	. (13)
	The coefficients’ order in polynomials given by relations (8)-(12) is for the case of . In the other case, where the number of sections satisfy the relation , the polynomial coefficients need to be aligned in the following way
	,(14)
	 (15)
	 (16) 
	, (17)
	and
	. (18)
	C. The Overall Transfer Wave Matrix
	The complete transfer wave matrix  corresponding to the analyzed WDN (Fig. 1) is calculated by a simple matrix multiplication. It is a product of the wave matrices of network building blocks as  
	(19)
	The transfer wave matrix for a single UE is
	, (20)
	and for one uniform segment which is modeled by  cascaded UEs is
	. (21)
	The matrices of two-port series adaptors are
	, (22)
	and
	, (23)
	where adaptors’ coefficients are
	,  and  ,  (24)
	with the port resistances , , , and  assigned as shown in Fig. 1.
	The analyzed planar structures can have different number of uniform segments (a number  can have an even or odd value). The matrix of one uniform segment modeled with  cascaded UEs can be written in the form 
	, (25)
	where . The number  depends on the number of segments in the structure as 
	 (26)
	The matrix of three-port parallel adaptor with dependent port 2 on which is cascade connection of one line modeled by  sections and an open stub modeled by  sections, is given in the form 
	, (27)
	according to relation (7). Using relations (8)-(13), the  wave matrix elements are rational functions with polynomilas alined as follows
	 (28)
	   (29)
	   (30)
	 (31)
	     (32)
	and . (33)
	The coefficients’ order in the relations (28)-(32) is for case of .
	According to the previously given relations (19)-(33), the polynomial, for  odd, is 
	(34)
	and, for  even, is
	. (35)
	The matrices are
	, for odd   (36)
	or
	,for even,
	(37)
	where the matrix corresponds to the last uniform segment in the series branch. 
	Finally, the overall wave transfer matrix of WDN can be introduced in one of two forms, depending on a total number of uniform segments in the structure, as follows
	, for even values of , (38)
	or
	 , for odd values of . (39)
	In other words, the complete wave transfer matrix can be written in the form of polynomials
	 (40)
	where index  corresponds to even () or odd () value of variable . The wave matrix elements are the rational polynomial functions of , and the elements are
	,
	(41)
	,
	(42)
	,
	.
	(44)
	The polynomial coefficients of the wave matrix elements depend only on adaptors’ coefficients. According to relations (41)-(44), only two elements, , and , have to be calculated. If necessary, two other elements, , and , can be derived from relations (41) and (43).
	Providing , the output response (forward voltage transmission coefficient) is
	, (45)
	and the input response (input reflection coefficient) is
	. (46)
	III. Results
	Consider a 5th order Cauer-Chebyshev elliptic lowpass with a cutoff frequency of [10]. The substrate is  thick with a nominal dielectric constant . The metalization is  thick, 2 ounce copper. Wave–based model of this structure in MATLAB/Simulink is given in [11].
	Fig. 3. Layout of elliptic lowpass microstrip filter
	TABLE I
	Segment parameters without modeled discontinuities
	nv      d [mm]         w [mm]         Zc [Ohm]         Tv [ps] 
	 1       10.6657    0.4229         92.9455        50.0614
	 2         2.7478    0.4229         92.9455        12.8975
	 3       11.4907    4.0077         24.6620        57.4854
	 4       22.2956    0.4229         92.9455      104.6481
	 5       12.2798    0.4229         92.9455        57.6373
	 6         6.1316    4.0077         24.6620        30.6752
	 7         7.5327    0.4229         92.9455        35.3560
	The elliptic lowpass filter is approximated by connection of seven uniform segments with parameters given in the Tables I and II. In order to absorb discontinuity effects new line lengths are counted. T-junction discontinuities are modeled by decreasing lengths of the lines in junctions (UTL1, UTL2, UTL4 in the first junction, and UTL4, UTL5, UTL7 in the other one) [9]. The effects of the open stubs are compensated by increasing lengths of the segments UTL3 and UTL6, [12]. According to the parameters given in the Tables, it can be concluded that the number of transmission line is the same in both cases, but their physical lengths differ one another and beacuse of that their delays differ either. The step discontinuities are modeled by increasing lengths of the lines in junctions (UTL2, UTL3 and UTL5, UTL6 segments are modeled). The characteristic impedances are chosen to be: for the transmission line used for approximation of the series inductance , and for the line used for approximation of the parallel capacitance  [7].
	TABLE II
	Segment parameters with modeled discontinuities
	nv          d [mm]          Zc [Ohm]           Tv [ps] .
	 1  10.4543         92.9455   49.0690
	 2    2.7622         92.9455   12.9648
	 3  11.5593         24.6620   59.2334
	 4  21.8727         92.9455 102.6633
	 5  12.2941         92.9455   57.7046
	 6    6.2002         24.6620   32.4232
	 7    7.3213         92.9455   34.3636
	 A way of determination minimal number of UEs in WDN of complex microstrip structure is based on the given relative error. For the case of given error of ,  is a multiple factor and a total minimal number of sections in WDN is . The numbers of sections in individual segments  are 632, 167, 763, 1322, 743, 418, and 443, respectively.  is a delay on the  uniform segment given in Table II. A minimum delay is . A real delay of the structure is . A total delay for the digital model of the structure is . A sampling frequency of the digital model of the planar structure is found as . In this case, a relative error of delay is . According to the relation (6), the three-port adaptor coefficients are  and . The two-port adaptor coefficients are , and .
	The  results obtained by direct analysis of WDN, and measured results given in [10], are depicted in Fig. 4. It can be concluded that WDN simulated (black line) and measured (gray line) curves are practically identical. Simulated and measured   responses to  given in Fig. 5 show good agreement. 
	Fig. 4.   responses (simulated and measured)
	Fig. 5.  responses (simualted and measured)
	As has been told previously, response can be calculated either in the frequency or in the time domain directly from known network function in z-domain. Known network functions can be used as input data in some other simulations. A comparison of the duration of two response calculation ways based on the results of their simulation runs is done. The proposed approach is implemented on a processor Intel® Pentium® Dual CPU E2220 @ . The first case starts with the response calculation directly in the time domain using differential equations. On the final stage Fourier transformation is used for frequency response calculation. A time of  is needed for response calculation. In the second case, a time for a response calculation in the frequency domain directly is . The results are showing significant difference between these two times. A great advantage of the second response calculation way is its computational efficiency, because all necessary calculations take place directly in the frequency domain. 
	IV. Conclusion
	This paper presents some of the current developments as well as challenges in applying z-variable functions for analysis of the wave-based model of microstrip elliptic structure.
	There are several main conclusions that can be drawn here:
	1. An efficient analysis method based on transfer parameter approach and -domain function is proposed to obtain the scattering parameters of structure. The parameters are obtained quickly and accurately without requiring extensive computations from user. 
	2. Complete wave transfer matrix procedure makes the design easily applicable to a broad variety of elliptic structures (different number of uniform segments in wave-based model). Also, the approach is completely general and can be readily adapted to synthesize polynomials with an arbitrary response. Polynomials of transfer wave matrix elements for structures utilizing open and short-circuited stubs can be derived as special cases of these more general polynomials.
	3. A main emphasis is on the automatic analysis of specific WDN. The programming language used here is MATLAB, widely used for high-performance numerical computation and visualization. 
	4. As an example of the application of the previously described procedure, the layout and the measured and simulated results for a five pole filter of elliptic type are given. Fairly good agreement can be found between both results, particulary in whole frequency band of the measured spectrum (in and around the pass band). The good consistency of the simulated results with those measured shows the validation of the wave digital method in this paper.
	5. Generally speaking, the response calculation methods based on wave digital approach provide the fast simulations versus complex and time consuming 3D models (simulation durations are given in Section III). 
	6. Implementation of WDN in analysis of microwave structures can be used by microwave engineers because of the associated simplicity and accuracy. This approach has very general applicability as it works also for structures utilizing open or short-circuited stubs. 
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	Bandpass Filter using Direct-Coupled Grounded Patch Resonator for Wireless LAN Applications
	Vasa Radonic1, Riana Geschke2, Vesna Crnojevic-Bengin1
	Abstract – In this paper, a new compact bandpass microstrip filter based on grounded patch resonators is proposed. The coupling model of the filter is established and the coupling coefficients of coupled pair of resonators and the external quality factors of basic feeding configuration are investigated using full-wave electromagnetic simulations. As an example, a third order direct-coupled Chebyshev filter that operates according IEEE 802.11b/g/n standard is designed.
	Keywords – bandpass filter, patch resonator, coupling coefficients.
	I. Introduction
	Compact microwave bandpass filters are in demand for modern communication systems, which demand small size and light weight. High performance narrow-band microstrip filters with low insertion losses in the pass band, high selectivity and spurious response are essential, especially in satellite and mobile communication systems.
	Based on well-developed filter theory, [1-3], the direct-coupled filters based on Chebyshev-type characteristic have been developed by various authors in order to meet these specifications. A number of different planar filters have recently been published based on the different shape of resonators, such as square open-loop resonators, [3], the hairpin resonator, [3], triangular open loop stepped-impedance resonators, [4], or fractal resonators, [5].
	In this paper, we propose a third order direct-coupled filter based on grounded square patch resonators. The fabrication of the grounded patch is less sensitive to dimension tolerances in contrast to resonators previously reported in the literature, since it does not require narrow conductive lines or small gaps. In the same time, it is very compact in size and exhibits low insertion loss. The grounded patch resonator was initially proposed in the design of two-dimensional high-impedance surfaces, [6], but was seldom used in microstrip filter design. Recently, we have used the grounded patch specifically coupled to the microstrip line to design extremely compact stopband filters, [7], as well as to design a cross-coupled bandpass filter, [8].
	1Vasa Radonic and Vesna Crnojevic-Bengin are with the Faculty of Technical Sciences, University of Novi Sad, Serbia. E-mail: vasarad@uns.ac.rs, bengin@uns.ac.rs
	2Riana Geschke is with the Department of Electrical and Electronic Engineering, University of Stellenbosch, South Africa, E-mail: hansmann@sun.ac.za
	In this paper, we use a square grounded patch to design compact filters following the classical filter design theory and the coupling coefficient method [1-3]. After detail description of the resonator and estimation of equivalent parameters for coupling model, the design curves for coupling coefficient and the external quality factor are presented. As a demonstration, third-order Chebyshev bandpass filter for Wireless LAN (2.4 GHz) applications is designed.
	II. Grounded Patch Resonator
	The grounded patch comprises a metal square etched on the top side of the substrate, connected by a central via to the ground plane on the lower side of the substrate. In the modified version, the via is shifted to the side of the metal patch, Fig. 1. In this way, electric, magnetic and mixed coupling can be achieved between adjacent resonators, [8]. To understand its behaviour, the resonator has been modelled as parallel LC equivalent circuit shown in Fig. 1 where Lvia represents the inductance of via, and Cp is patch capacitance towards the ground.
	The values of patch capacitance and via inductance can be obtained using equations (1) and (2), respectively, derived in [9]:
	,  (1)
	, (2)
	where a denotes the size of the patch, d is the side dimensions of square via, h is the thickness of substrate and t is thickness of metallization. All mentioned variables are in meters.
	For the patch realized on a h= 1.27 mm thick Taconic CεR-10 substrate, with εr=9.8 and dielectric loss tangent equal to 0.0035, the patch dimension equal to a=7 mm and via size d=0.4 mm, extracted element values are: Cp=8.84 pF and Lvia=0.474 nH.
	A schematic response of the patch resonator capacitively coupled to the feed lines is compared with electromagnetic response obtained using Sonnet, Fig. 2. The resonator exhibits first resonance at fr=2.41 GHz, while the second one occurs at 2.68fr.. The response of the model, shown in dashed line in Fig. 2, exhibits good agreement with the EM one in the vicinity of the first resonance. Accordingly, the grounded patch is suitable for the design of bandpass filters in the vicinity of the first resonance.
	Fig. 1. Proposed grounded patch resonator
	Fig. 2. Full-wave simulated response of the grounded patch resonator and the response of the equivalent circuit model
	III. Filter Design
	The proposed configuration of third-order direct-coupled filter is shown in Fig. 3. The filter has been specified to exhibit a Chebyshev response centered at 2.4 GHz, with pass-band transmission ripple equal 0.05 dB and the fractional bandwidth equal to FBW=3.96 %.
	The coupling coefficients and external quality factors can be determined from coupling model shown in Fig. 4, where Jij represent frequency-independent admittance inverters. Each resonator is modeled by a parallel LC circuit, while the parallel Rp model the effect of a finite resonator unloaded Q-factor. The coupling between resonators is modeled by frequency independent J-inverters. It should be noted that these models are only accurate in the vicinity of the resonant frequency.
	The filter parameter values for the prototype, found in [2], are: 
	g0= g4= 1 g1= g3=1.031 g2= 1.147.
	Fig. 3. Configuration of the proposed third-order direct-coupled filter
	Fig. 4. The prototype of the third-order band pass filter 
	The related coupling coefficients and external quality factors of the direct-coupled filter can be determined by equations: 
	   (3)
	   (4)
	   (5)
	The coefficients kij specify the coupling between adjacent resonators i and j of the filter. Because of the symmetry of the structure, two coupling coefficients must be equal, k12 = k23. The external quality factors Qe1 and Qe4 that specify the input and output couplings, respectively, are also equal. For the defined filter specifications the following values have been obtained:
	k12=k23=0.0363846
	Qe1=Qe4=26.046.
	Characteristic admittances of the frequency independent inverter are:
	,  (6)
	,  (7)
	,  (8)
	where Z0 is a characteristic line impedance of the resonator and b is the susceptance slope.
	The resistance Rp can be determided from unloaded quality factor as:
	   (9)
	where Qu is the external quality factor of the resonator given by:
	.   (10)
	In Eq. (10) BW3dB denotes the 3 dB bandwidth of the single grounded patch resonator. It should be mentioned that the proposed resonator has very high unloaded quality factor equal to Qu=350.
	The coupling coefficient k can be calculated from two split resonant frequencies f1 and f2, obtained from full-wave EM simulations of two identical coupled resonators, [3], using:
	   (11)
	Due to the specific resonator design, where the via is shifted to one side of the metal patch, several basic coupling scenarios can be realized. They result from different orientations of otherwise identical grounded patch resonators, which are separated by spacing s and may be shifted for a lateral offset. The influence of the nature and the intensity of the fringing fields to the type and the strength of the coupling in those geometrical arrangements were investigated in [8].
	The obtained coupling coefficient as a function of resonator-to-resonator distance s is shown in Fig. 5, for the orientation chosen in the proposed filter.
	Similarly, the external quality factor was determined as a function of the feed line length l for line width fixed to wf=0.1 mm, Fig. 6.
	Using the obtained design curves given for coupling coefficient and Q-factor, initial dimensions of the filter were determined, such as resonator-to-resonator spacing and the feed length. Spacing between the resonators was set to s12=s23=1.1 mm and lengths of feeds to l=6.3 mm. This filter was simulated in Sonnet and it exhibited larger bandwidth and passband ripple than expected. In order to obtain required response, a numerical tuning procedure based on the filter model was performed, in which the filter and the corresponding model were divided into individual elements and analyzed separately. We have concluded that the type of the used feed slightly influences the resonances of the patches. The first and the third patch have to be larger, in order to resonate on the same frequency as the middle one. In addition, Q-factor has to be higher, therefore the length of the feeds has to be longer.
	Final dimensions of the filter are: dimensions of the first and third patch are 7.3 mm x 7 mm, while the middle one is 7 mm x 7 mm; the distances between patches are s12=s23=1.05 mm and the length of the feeds is l=6.4 mm. The overall size of the filter together with feeds is only 0.31λg x 0.64λg, where λg denotes guided wavelength. 
	In Fig. 7. comparison of electromagnetic and the model response is shown, where a very good fit with the theoretical model can be observed. The electromagnetic response of the filter in the wide frequency range is shown in Fig. 8. The filter is characterized by small insertion loss in the passband equal to 1.25 dB, and passband ripple smaller than 0.07 dB. The fractional bandwidth is 3.91 %, which confirms well to the specifications. Furthermore, the filter exhibits wide stopband up to 6.25 GHz, with a more than 60 dB rejection in the stopband.
	Fig. 5. Coupling coefficients versus resonator-to-resonator distance s for selected orientation
	Fig. 6. External quality factor as a function of the coupling line length l
	Fig. 7. Comparison of electromagnetic response and response of coupling model
	Fig. 8. Electromagnetic response of the proposed filter in wide frequency range
	IV. Conclusion
	In this paper, square grounded patch resonator was used in the design of direct-coupled bandpass filters. The filter synthesis procedure is shown in detail. To demonstrate the potential of the grounded patch resonator, bandpass filter of the third order has been designed that operates according to IEEE 802.11b/g/n standard.
	The filter conforms well to the given specifications: it exhibits small insertion loss in the passband equal to 1.25dB, ripple less than 0.07 dB, and it has very compact dimensions, equal to 0.31λg x 0.64λg, where λg is the guided wavelength. In addition, the filter exhibits stopband rejection of more than 60 dB up to 6.25 GHz.
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	Microstrip Filter with Suppression of Spurious-Bands
	V.M. Vladimirov, V.V. Markov, V.N. Shepov
	Abstract – A method of the suppression of spurious bands in the amplitude-frequency response of the filters containing microstrip resonators with the coupling performed by lumped inductances has been proposed. It has been suggested to eliminate spurious bandpass in the amplitude-frequency response of the microstrip filters. It has been achieved by substitution the electromagnetic coupling using lumped inductances connected to the resonators in certain points. This has been simulated in the one-dimensional approximation and confirmed by experiment. 
	Keywords – microstrip resonator, microstrip filter, suppression of spurious bands.
	I. Introduction
	The suppression of the spurious bands in the amplitude-frequency response (AFR) of the microstrip filter (MSF) is one of the most important problems in designing a bandpass MSF. These spurious bands are due to the occurrence of the higher mode resonances of the microstrip resonators (MSR).
	The solution of this problem is considered in many papers, see for example [1-5]. However, to suppress higher mode resonances in the microstrip bandpass filters is rather difficult. In these papers the MSR higher mode resonance expansion by a stepped change of the stripline conductor width allows one to obtain high levels of the spurious band suppression only in the narrow frequency range. Moreover, increasing the number of elements in such MSF results in narrowing the frequency range of the spurious band suppression due to increasing interaction between the MSR high frequency modes.
	In the present work it is suggested to eliminate the electromagnetic interaction between the resonators in order to suppress spurious bands in the amplitude-frequency response of the microstrip bandpass filters. Here, the coupling between quarter-wave MSRs is realized using the lumped inductances connected to the resonators in the antinode of the high frequency current of the MSR higher modes. 
	II. Filter Design
	Fig. 1 shows the simplest design of the four-resonator MSF with parallel coupled quarter-wave MSRs. The width of the strip conductors of four resonators is the same and amounts to 1 mm. MSF is made on a dielectric substrate with the permittivity (() = 80, 24 mm in length, 15 mm in width and 1 mm in thickness. 
	Krasnoyarsk Scientific Center of the Russian Academy of Sciences, Siberian Branch, Krasnoyarsk, 660036, Russia, Е-mail:shepov@ksc.krasn.ru
	Fig. 1. Microstrip filter consisting of parallel-coupled resonators
	Fig. 2. Simulated results for the microstrip filter comprising parallel coupled resonators
	Fig. 2 presents simulated parameters S11 and S21 of this MSF in the operating bandwidth. 
	Fig. 3. Simulated and measured results S21 for microstrip filter comprising parallel coupled resonators in a wide band
	Fig. 3 shows simulated and measured S21 of such MSF in a wide band. The MSF amplitude-frequency response in Fig. 3 shows that besides the main bandpass with the center frequency of 500 MHz there are additional spurious bands with the center frequency of about 1.47GHz, 2.4GHz, 3.3 GHz, 4.3 GHz and higher.
	To suppress these spurious bands, consider two-resonator filter shown in Fig. 4.
	Fig. 4. Two-resonator microstrip filter with lumped inductive coupling
	This filter consists of two MSRs, coupled by the lumped inductance. Each MSR is made on a separate dielectric substrate. Ceramic with the high permittivity (() = 80 and thickness of 1 mm was used as a substrate for MSR. This ceramic is identical to that used in the filter shown in Fig. 1. The strip conductor width of MSR is 1 mm. 
	To eliminate the electromagnetic interaction, MSRs are separated by a screening wall along the whole length of the resonators. The screening wall is soldered to the main screen. MSRs are coupled by the lumped inductance inserted in the aperture of the screening wall and connected to MSRs. The points of the lumped inductance coupling to MSR are chosen so that they should be in the antinode of the high frequency field for the suppressed MSR mode. 
	Fig. 5. Simulated results for MSF with lumped inductive coupling
	Fig. 5 presents the simulated AFR of such MSF. The bandpass width and return loss in the operating bandwidth of this filter were tuned to be about the same as those of the filter shown in Fig. 1. Used as the inductive coupling was the standard inductance L, soldered to MSR at a certain distance from the strip conductor end of the resonator l, in the antinode of the high frequency field for the third (3(0) mode of MSR. The bandpass width was tuned by the value of the lumped inductance L. Fig. 5 shows that in such filter design it is possible to effectively suppress one spurious band of the filter with the help of one lumped inductive coupling. 
	Fig. 6. Four-resonator MSF with lumped inductances
	Let us apply the principle of the spurious band suppression to a multi-resonator filter. Such a four-resonator filter is presented in Fig. 6. 
	All MSR are made on separate dielectric substrates and coupled by the lumped inductances.  The photo of this MSF is given in Fig. 7.
	Fig. 7.  Photograph of microstrip filter
	The high frequency spurious bands in the filter were suppressed by choosing points of connection of the lumped inductances  L1, L2 и L3 in the antinode of the high-frequency current I for the third (3(0), fifth (5(0) and seventh (7(0) oscillation modes of the MSR, respectively [6]. The nineth spurious band in such a filter is suppressed when introducing the lumped inductance into the antinode of the high frequency current for 3(0. 
	The coupling coefficient between the resonators in such a filter depends on the values of the lumped inductances and on the points of connection to the resonators. Since the points of the lumped inductance connection to the resonators were chosen based on the condition of the high frequency spurious band suppression, the coupling coefficient in the operating bandwidth was adjusted by the value of the lumped inductances L1, L2 and L3. 
	Fig. 8. Simulated and measured results for the final version of the filter design in a wide frequency band
	Given in Fig. 8 is the comparison of the simulated in a one-dimensional approximation (solid line) and experimental amplitude-frequency response (points) of the filter consisting of the four microstrip resonators with lumped inductances in a wide frequency band.
	Fig. 9. Measured results for the final version of MSF in the bandpass
	Figs. 8 and 9 show that there is a good agreement between the simulation in a one-dimensional approximation and the experiment in determining the width of the bandpass and stopband. However, the measured level of the stopband attenuation is somewhat lower than the simulated one. This can be accounted for by the filter response simulation error in a one-dimensional approximation and incomplete elimination of the electromagnetic interaction between MSRs in the experiment. It should be emphasized that the level of the spurious band suppression obtained by experiment in this work of at least -50 dB down to 11(0 is not ultimate for such filter types and can be increased by more thorough screening of MSR. 
	Fig. 9 shows the measured direct and return losses of the filter in the operating bandwidth.
	III. Conclusion
	To conclude, a method of suppression of the spurious bands in the filters consisting of the microstrip resonators coupled by lumped inductances has been suggested. It has been simulated in a one-dimensional approximation and confirmed by experiment at the example of MSF using four quarter-wave resonators with lumped inductances that it is possible to considerably increase stopband attenuation in the amplitude-frequency response in the designed filter owing to the elimination of the electromagnetic couplings between the resonators, while using lumped inductances allows one to suppress spurious bandpasss.
	It is worth noting that increasing the number of sections in MSF with lumped inductances would allow still greater expansion of the stopband,  as opposed to MSF, where the shift of the high frequency resonances of MSR with the jump of the strip conductor width is used to suppress the spurious bands. 
	The actual level of the spurious band suppression in the given filter is much higher than that in MSR using the difference of the higher mode resonance frequencies of MSR with the jump of the strip conductor width to suppress spurious bands [1-5].
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	of the Global Navigation Satellite Systems
	«GLONASS», «GPS» and «GALILEO»
	V.M. Vladimirov, D.V. Petrov, S.D. Soldatenko, V.N. Shepov
	Abstract – A new design of the microstrip bandpass filters and diplexer for the combined bandwidth receiver of the global navigation satellite systems «GLONASS», «GPS» and «GALILEO» is presented.
	Keywords – Microstrip Filters, Diplexer, Global Navigation Satellite Systems, «GLONASS», «GPS», «GALILEO».
	I. Introduction
	Comparatively large overall dimensions of microstrip filters (MSF) do not allow them to become widely used in home receivers of the global navigation satellite systems «GLONASS», «GPS» or «GALILEO». However, in the special purpose equipment requiring high operational reliability of the apparatus at increased levels of radiation and vibration and in the wide temperature range, such filters are used both in piece and mass production.
	The aim of the present work is to design MSF with low losses in the bandpass for the low noise amplifier (LNA) and MSF for the diplexer combining the channels L1 and L2 for the combined bandwidth receiver of the global navigation satellite systems «GLONASS» and «GPS», as well as MSF of the combined bandwidth L2 + L3 for the systems «GPS» and «GALILEO». Constructional and electrical parameters of MSF have to be reproducible in serial production and costs of the filters should be minimal.
	II. Filter and Diplexer Design
	One of the main requirements in the serial production of filters for LNA and diplexer for the frequency band L1, L2 and L3 is the cost minimization for the filter production and their adjustment. Therefore, filters are designed based on microstrip resonators (MSR). Though resonators on suspended substrate have high unloaded Q, the fabrication and tuning of the filters on suspended substrate are less manufacturable. In order to decrease the dimensions MSF are designed on quarter wave irregular MSR with increasing capacitance and inductance of the resonators by widening strip conductors in the capacitance part of the resonators and their narrowing in the inductance part [1].
	Krasnoyarsk Scientific Center of the Russian Academy of Sciences, Siberian Branch, Krasnoyarsk, 660036, Russia, E-mail:shepov@ksc.krasn.ru
	Therefore, for MSF being developed for LNA the decrease of the strip conductor width of the quarter wave MSR in the antinode of the MSR high frequency current is limited by the allowable level of the insertion losses in the MSF bandpass of 1 dB, with the level of the return losses being 14dB.
	The requirements for the MSF performance in the operating temperature range from +70 to - 50(С as well as the spread in values of the substrate permittivity impose the necessity of designing MSF with a larger bandpass width, higher bandwidth ratio of the amplitude-frequency response (AFR), lower insertion and higher return losses in the bandpass. In this case the adjustment of the MSF bandpass is made by means of the screen height (which is provided by the peculiarities of the MSF design), decreasing significantly the adjustment time of one filter at their serial production.
	TABLE I
	The measured characteristics of the input MSF
	The parameter name
	Band L1
	Band L2
	Bandpass, MHz
	1565 - 1610
	1217 - 1257
	Minimal losses in the bandpass, dB
	0,5
	0,6
	Irregularity of AFR in the bandpass, dB
	0,2
	0,1
	Voltage-standing wave ratio of the input and output in the working frequency band
	1,35
	1,32
	Irregularity of the group delay in the working frequency band, ns 
	3
	3
	Signal attenuation upon detuning of ( 150 MHz from the center frequency of the bandpass, dB
	-17
	-25
	-18
	-23
	Table 1 presents the measured MSF characteristics for LNA of the bands L1 and L2. Both filters are implemented using three co-directional quarter wavelength MSR. The MSF overall dimensions with the body and screen are 9(7(4 mm. The thickness of the dielectric substrate is 1 mm, the permittivity is 80. The filter input and output are stripline.
	MSF for the diplexer is simulated using four quarter wave MSR. Fig. 1 demonstrates the design of the L1 frequency band MSF.
	Fig. 1. The L1 frequency band MSF
	Fig. 2 presents the simulated frequency dependences of the parameters (S21( and (S11( of the L1 frequency band MSF, with the distance from the MSF substrate to the screen being 1.7 mm (dark circles) and 1.6 mm (light circles). 
	Fig. 2. Simulated insertion and return losses of the L1 band MSF at two screen heights
	One can see in Fig. 2 that the filter designed such that there are low frequency and high frequency attenuation poles to the left and to the right from the filter bandpass. The frequency of the high frequency attenuation pole and high frequency boundary of the filter bandpass almost do not depend on the height of the filter screen changing from 1.7 mm to 1.6 mm. While the location of the low frequency attenuation pole and low frequency boundary of the bandpass strongly depends on the screen height. When decreasing the distance from the MSF substrate to the screen from 1.7 mm to 1.6 mm, the low frequency boundary of the bandpass at the level of -1dB increases almost by 10 MHz, which corresponds to the relative decrease of the bandpass width of about 20 %. It should be noted that return losses in the microstrip filters bandpass at the mentioned changes of the screen height always remain not more than -18 dB.
	Increasing the frequency of the low frequency attenuation pole upon decreasing the screen height results only in increasing the steepness of the low frequency slope of the MSF amplitude frequency response. Here, it is necessary to obtain the signal attenuation of -40 dB at a given detuning from the center frequency of the MSF bandpass when simulating it for the L1 MSF. The signal attenuation achieved in the MSF developed is more than -50 dB at the indicated changes of the screen height. To decrease the overall dimensions of the L2 frequency band MSF the topology of the resonator stripline conductors in this filter is designed so as to decrease the coupling coefficient between MSR. As a result, the overall dimensions of the filters of both bands L1 and L2 are the same and amount to (along with the body and screen) 14х7х3 mm. Fig. 3 shows the design of the L2 frequency band MSF.
	Fig. 3. The L2 frequency band MSF
	Fig. 4. The simulated dependences of the relative change of the bandpass and least attenuation in the stop band on the height of the screen for the L2 frequency band MSF
	Fig. 4 presents the simulated dependences of the relative change of the bandpass width at the level of -1 dB (∆Fi/∆F) and the least attenuation (А) in the stop band on the height of the screen (h) for the L2 frequency band MSF. It should be noted that the change of the bandpass width both in the L2 MSF and L1 MSF is caused by the shift of the low frequency edge. The high frequency edge is almost not shifted when the screen height is changed from 1.7 mm to 1.6 mm. 
	One can see in Fig. 4 that in this filter when decreasing the distance from the MSF substrate to the screen from 1.7 mm to 1.6 mm the relative decrease of the bandpass width is about 20%, which almost coincides with the data for the L1 frequency band MSF. The simulated minimal attenuation of the signal in the stop band is -47 dB, with the required attenuation being -40 dB. Here, the return losses in the filter bandpass at the mentioned changes of the screen height as well as in the L1 MSF are always at least -18 dB. 
	Thus, the above considered peculiarities of the designed filters of the frequency bands L1 and L2 allow one to implement fine-tuning of their bandpass width only by changing the screen height after previous adjustment of the upper boundary of the bandpass.
	Fig. 5 presents the measured AFR of the L1 and L2 frequency band diplexer. One can see in Fig.5 that the suppression of the signal in the adjacent channel of the diplexer is more than -55 dB, while the required level is -40 dB.
	Fig. 5. The measured insertion and return loss
	 of the L1 and L2 diplexer 
	If necessary, in the diplexer the L2 MSF can be substituted with the L2 + L3 MSF with the identical overall dimensions. Fig. 6 demonstrates the measured AFR of the channel of the L2 + L3 combined frequency band diplexer. The MSF input and output of the frequency bands L1, L2 and L3 employed in the diplexer as well as MSF input and output used in LNA are stripline.
	Fig. 6. The measured insertion and return loss
	 of the L2+L3 filter 
	To increase the AFR selectivity it is possible to implement the cascade connection of two MSF of each diplexer channel by conductive-inductive coupling. With such connection of the quarter wave MSR, in contrast to half wave resonators, the low frequency mode caused by collective resonance of the coupled resonators is absent [2]. Based on these MSF a microassembly has been developed with the cascade connection of two MSF of each channel of the diplexer using conductive-inductive coupling employing the microwave amplifier. Fig. 7 presents the measured AFR of one channel of the microassembly consisting of the cascade connection of two MSF. As is seen in Fig. 7, the signal suppression in the stop band of the MSF cascade coupling is more than -70 dB.
	Fig. 7. The measured insertion and return losses of the cascade connection of the diplexer channels
	III. Conclusion
	The designed MSF and diplexer of the combined bandwidth of the global navigation satellite systems «GLONASS», «GPS» and «GALILEO» have been subjected to thermal tests (+70 - 50(С) and vibration testing. Their serial production has been started. Also, individual MSF for each frequency bandwidth have been developed.
	It should be noted that when designing these MSF, their capability for serial production with minimal interference of the regulator is taken into account.
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	Accelerating WIPL-D Numerical EM Kernel by using Graphics Processing Units
	Branko M. Kolundzija*, Dragan I. Olcan*, Dusan P. Zoric, Sladjana M. Maric
	Abstract— We present acceleration for numerical solving of electromagnetic (EM) problems by using method of moments (MoM) and NVIDIA graphics processing units (GPU). Three stages of MoM are accelerated: matrix fill, solution of complex linear equations and post-processing. The results show that GPUs can be efficiently used for EM simulations.
	Keywords- numerical electromagnetics; method of moments; graphics processing units; CUDA
	I.  Introduction 
	Numerical solving of electrically large and complex electromagnetic (EM) problems is challenging due to the amount of arithmetic operations that have to be performed [1]. Although there is a constant increase in the computer power, still there are problems that need to be solved in the engineering practice that seems to be out of the reach of the desktop computers. 
	The introduction of CUDA technology [2], [3], [4], [5] by NVIDIA Corporation opened a new possibility for increasing the computational power of present day computers, and as such might be beneficial for EM problems [6]. 
	We concentrate on numerical solving of EM problems by using method of moments (MoM) as it is the most computationally efficient approach for openregion problems with linear and piecewise homogeneous materials [1].
	In general, MoM has three steps for solving the EM problem: (1) matrix fill, (2) matrix solve, and (3) post-processing of the results. Here we summarize the results for porting those operations from CPU (central processing unit) to GPU using CUDA technology [7], [8], [9], [10]. We use well established WIPLD code, and we port parts of the original serial code for parallel execution on GPUs. 
	The paper is organized as follows. In the Section II we describe the matrix fill using GPU. In the Section III we describe in-core matrix solve using GPU. In the Section IV we briefly discuss matrix solve using GPU accelerated out-of-core approach. In the Section V we discuss post-processing of results using GPU, mainly near-field calculations. 
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	II. Matrix Fill using GPU
	Matrix fill is the most complex part of a MoM based 3D EM solver code [1], and implementing whole matrix fill algorithm on GPU is challenging. The most of the original WIPLD matrix fill code sections are not suitable for execution on GPU if ported directly. Code sections that are suitable for GPU execution are those that have a lot of parallelism, a property allowing many arithmetic operations to be safely performed on program data structures in a simultaneous manner [4], [5]. 
	The original CPU WIPL-D matrix fill code is optimized for execution on multi-core CPUs using OpenMP, and it does not contain code sections appropriate for efficient GPU implementation. To enable efficient usage of GPU capabilities, the code was completely reorganized in such a way that the most of calculations are done within one function that is called many times. Also, calculations done inside the function are mutually independent in each function call. Only one argument of the function, namely the loop counter, is changed between consecutive function calls. This code section is implemented as a CUDA kernel function [3] executed in as many parallel threads as there originally were loop iterations. Inside each GPU thread, the same operations are done as in the corresponding loop iteration in the CPU code.
	As a result of code reorganization, CPU execution of new matrix fill code is about 10 times slower compared to CPU execution of the original code, nevertheless, new code, after implementing and optimizing it for GPU execution, is up to 5 times faster, when it is executed on GPU. 
	Code sections that are executed on GPU are implemented inside CUDA kernel functions. CUDA kernel generates a grid of threads that are organized as a two-level hierarchy [2]. At the top level, a grid consists of a one- or twodimensional arrays of blocks. At the bottom level, each block, in turn, consists of one-, two-, or three-dimensional array of threads. Each block is divided into warps. One instruction is executed in parallel for all threads in the warp, before moving to the next instruction.
	Commercially available GPU seems to be about 5 times faster than standard CPU for number crunching [6]. However, simple translation from CPU to GPU code does not guarantee such acceleration and careful optimization is needed. We describe three main optimization techniques used in our matrix fill code executed on GPU.
	One of the most time consuming operations in GPU code is global memory access. In CUDA GPUs, global memory is usually implemented as dynamic random access memory (DRAM) [4]. This memory has the feature that access to one memory location activates many consecutive locations to enable fast access to them [4]. Due to this fact, the matrix fill GPU kernel is organized in such a way that consecutive threads from the same warp, when loading operands for an arithmetic operation, access consecutive global memory locations, which significantly speeds up overall instruction execution.
	In CUDA GPUs, single-instruction, multiple-thread (SIMT) style of execution is used [2]. It means that the same instruction is executed for all threads in the warp. It may cause slower execution, when threads diverge, i.e. when threads within one warp take different control paths. Hence, many efforts are made to avoid these scenarios in the matrix fill code.
	Final code optimization was done by changing the thread block size [5]. The goal is to use GPU resources as much as possible, but knowing the limitations of given GPU architecture, such are number of threads that streaming multiprocessor (SM) can accommodate simultaneously, number of blocks per SM, global memory size, registers size and so on [2], [3].
	A. Acceleration of Matrix Fill 

	As an example of using new GPU accelerated matrix fill code, perfect electric conducing (PEC) cube scatterer is analyzed. The cube is illuminated with a plane wave perpendicular to one side of the cube. The WIPLD model of the PEC cube scatterer is shown in Fig. 1.
	Fig. 1. WIPLD model of a PEC cube scatterer
	The configuration of PC used for this example is as follows: Intel Core i7 CPU 930 @2.8GHz, 24 GB of RAM, Win 7 Pro 64-bit, GeForce GTX 480, 480 streaming processors (SPs), 1536 MB of VRAM with access speed 177 GB/s.
	Two parameters of the model are changed: the first parameter is the electrical length of the cube side (a/λ, where a is cube side length, and λ is free-space wavelength at the operating frequency) by changing the operating frequency, and the second parameter is the order of current approximation which is done by changing WIPLD parameter maximal patch size [11]. The order of current approximation is changed from 1 to 5, and for every approximation order, operating frequency is changed in order to have large enough problem to obtain valid measurements. Matrix fill times are compared when only CPU is used and when CPU and GPU are used. All models are analyzed in single precision.
	Number of unknown coefficients in corresponding model, the electrical length of the cube side, and comparison between CPU and GPU matrix fill times for different current approximation orders are given in Table I and plotted in Fig. 2. 
	TABLE I
	Comperison of CPU and GPU Matrix Fill Times for Different Current Approximation Orders
	N
	a/λ
	Approximation
	order
	t [s]
	CPU
	t [s]
	GPU
	Acceleration
	32448
	7.7
	1
	485
	88.7
	5.5
	49152
	15.4
	2
	266
	79.5
	3.3
	52272
	17.3
	3
	179
	88.6
	2
	49152
	18.1
	4
	124
	95
	1.3
	50700
	19.2
	5
	116
	123.5
	0.9
	The results in Table I and Fig. 2, show that the maximal acceleration of 5.5 times in matrix fill is achieved when the lowest current approximation order is used. As approximation order grows, acceleration reduces, and for 5th order CPU matrix fill becomes even faster. This is caused by the fact that, in GPU matrix fill algorithm, number of operations is approximately proportional to m2, where m is current approximation order, whereas in CPU matrix fill algorithm there is no such dependence.
	Fig. 2. GPU matrix fill acceleration for different current approximation orders
	Comparison between normalized radar cross sections (RCS) obtained using CPU matrix fill and GPU matrix fill for the cube with side length of 15.4 λ, in H- and E-plane are shown in Fig. 3 and 4. We can see that there is excellent matching between results obtained using CPU only and results obtained using CPU and GPU. This demonstrates that there is no accuracy penalty for using GPUs instead of CPUs for number crunching. 
	Fig. 3. RCS of PEC cube in H-plane
	Fig. 4. RCS of PEC cube in E-plane
	III. In-Core System Solving
	In-core system solving involves solving only those systems of complex linear equations that can fit into computer’s RAM.
	For solving the system of linear equations, with either real or complex coefficients, by using LU decomposition with backsubstitution, builtin CULA library [12] function GESV is used. This function is implemented in CULA library through the two types of routines: the ones that are called from the host (CPU) and the ones that are called from the device (GPU). 
	We used functions culaDeviceSgesv and culaDeviceCgesv for solving the system of linear equations with real and with complex coefficients in single precision with the usage of LU decomposition and the forward and backward substitution on GPU. 
	A. Numerical Example

	As a numerical example, we analyze symmetrical dipole antenna of (each) arm length  and wire radius, placed along the z-axis of the Cartesian coordinate system, in the vacuum. The dipole is fed by the deltagap voltage generator  and the operating frequency is 300 MHz. The objective is to calculate the current distribution along the antenna and the input impedance by using thinwire kernel and triangular basis functions.
	Results of the simulations are presented in the Figs. 5 and 6. The comparison of times needed for solving the system of linear complex equations on CPU when functions from CLAPACK [13] library and functions from Intel Math Kernel Library (MKL) [14] are used and time needed for solving the system of linear complex equations on GPU is given in Table II.
	Based on the very good match of the graphs shown in Fig. 5 it can be concluded that graphic processor can be used for accurate solving of electrodynamic problems.
	Fig. 5. The distribution of the current along the antenna (comparison of the results obtained on the standard computer processor with the usage of WIPLD program and the results obtained on graphics processor)
	Although there is no practical need to use very large number of unknown coefficients in this particular EM problem, we artificially increased the number of unknowns in order to measure the times needed for the analysis on GPU. The matrix fill-in time and solving time, when using GPU, are shown in Fig. 6. It can be seen that the problem with 10 000 unknown coefficients can be solved in less than 10 s!
	Fig. 6. Fill-in matrices time and solving equation time for the system of complex equations on GPU
	TABLE IIOverview of Solving the System Times Obtained on CPU and GPU
	Number of unknowns
	Solving the system time [s]
	CPU  CLAPACK
	(Desktop 2)
	CPU  MKL (Desktop 2)
	GPU (GeForce
	GTX470)
	1000
	2.54
	0.06
	0.03
	2000
	20.30
	0.40
	0.10
	3000
	68.67
	1.10
	0.28
	4000
	162.56
	2.46
	0.60
	5000
	317.25
	4.70
	1.10
	6000
	547.77
	8.32
	1.85
	7000
	869.69
	12.59
	2.88
	8000
	1298.37
	19.14
	4.24
	9000
	1854.47
	27.65
	5.97
	10000
	2542.52
	37.67
	8.14
	The results summarized in Table II show that functions from MKL library are more efficient then the ones from the CLAPACK library. Still, the GPU functions from CULA library are faster approximately 4 times. (Note that in order to have as fair as possible comparison between CPU and GPU functions, the price of CPU and GPU was approximately the same.) 
	IV. Out-of-Core System Solving
	When solving EM problems by using MoM, the memory requirements are proportional to N2, where N is the number of unknown coefficients [1]. For certain number of unknown coefficients, the memory needed to store the matrix becomes larger than the available random access memory (RAM). For example, EM solution with 60 000 unknowns requires almost 27 GB of RAM. On most inexpensive and commercially available workstations, there is no enough RAM to solve the problem in-core.
	One possible solution is to use out-of-core (OoC) approach [7], [15]. In the OoC approach matrix is stored on hard disk, instead of RAM. During the simulation, only certain parts (blocks) of the system matrix are read from hard disk, loaded into RAM and mathematical operations are applied to them, in order to solve the system. Once the blocks are processed, they are written back to the hard disk, new blocks are read into RAM and computations are applied to them. Due to the fact that the speed of communication with the hard disk is typically 10 times slower than communication with RAM, the overall solving time is significantly increased.
	Starting from the basic WIPL-D algorithm for CPU OoC solving, we developed a new method of OoC solving by using CUDAenabled GPUs, to speed-up EM analysis. Acceleration of the OoC solver for large EM problems by using GPUs is based on two main things. Firstly, all the calculations are done on the GPU, and secondly, HDD read/write (I/O) operations are performed in parallel with calculations. By doing I/O in parallel with calculations, such approach proved to be very efficient [7]. 
	The lower-upper (LU) decomposition of the system matrix is done by using Doolittle algorithm. In order to parallelize it, the algorithm is implemented so that it works with matrix blocks. It can be shown that with the block approach, the solution can be done with 3 different operations: (1) LU decomposition of a block, (2) solving triangular system and (3) matrix multiplication of blocks. All of these operations can be parallelized on a single GPU. The operations (2) and (3) are already available in the NVIDIA CUBLAS library which is freely available [2]. The most significant part of the overall time needed for solving large systems is the time for matrix multiplication. For that reason, if there is more than one GPU available, matrix multiplication is additionally accelerated by using up to three GPUs in parallel.
	During the matrix block calculations on GPU, in parallel, CPU reads the next data block from the hard disk. By carefully tuning the size of the matrix blocks that are being processed, it is possible to almost completely parallelize I/O operations and calculations, and hence, significantly accelerate the overall approach. In addition, if there is more than one hard disk available, all the disks can be used to further parallelize I/O operations and thus further accelerate the approach. Time spent in communication with NHDD hard disks is approximately NHDD times shorter than the communication time when only one hard disk is used.
	A. Numerical Example

	Efficacy of the proposed acceleration of out-of-core solver using GPUs will be demonstrated on analyzing Cassegrain reflector antenna with a dual-mode conical feeder. The crosssection of the antenna model is shown in Fig. 7. It consists of a hyperbolic subreflector (labeled as 1 on Fig. 7), a feeder (labeled as 2 on Fig. 7) and a parabolic reflector (labeled as 3 on Fig. 7). The 3D view of the antenna is shown in Fig. 8. Due to the symmetry of the structure, only one quarter of the structure needs to be modeled (shown in color). 
	The focus of the hyperbolic subreflector and the focus of the parabolic reflector are at the same point. This point is the tip of the cone on which the edge of subreflector and reflector reside, too.
	The feeding antenna is a dual-mode conical horn. This antenna is used as the feeder since it has axially symmetrical radiation pattern. The phase-center of the feeding antenna is placed in the second focal point of the hyperbolic subreflector i.e., in the focal point of the hyperbola between the subreflector and the reflector. 
	The operating frequency of the antenna is 25.5 GHz. The subreflector radius is 26 mm. The reflector radius and the focal distance are changed so that we have different total number of unknown coefficients in the antenna model. We considered antennas with reflector diameter of 140 λ (1647 mm), 200 λ (2353 mm) and 240 λ (2824 mm). The focal points are changed accordingly.
	The configuration of PC used for this example is as follows: Intel Core i7 CPU 930 @2.8GHz, 24 GB of RAM, Windows 7 Professional 64-bit, (up to) 3 identical GPUs GeForce GTX 480, 480 SPs (each), 1536 MB of VRAM (each) VRAM access speed 177 GB/s and 4 hard-disk drives with I/O speed around 100 MB/s (per HDD, without buffering). All simulations are done in single-precision and by using NVIDIA CUDA version 3.2.
	Fig. 7. Cross-section of the model of the Cassegrain reflector antenna
	We compare the times needed to solve the system with outofcore solver with just CPU, accelerated with one GPU and with 3 GPUs.
	The total number of unknown coefficients (N) and the times needed for solving the system of linear equations using the GPU accelerated outofcore solver are shown in Table III. The results show that the acceleration with 3 GPUs compared to a single GPU is 1.13 for 140 λ diameter reflector, 1.64 for 200 λ diameter reflector and 1.98 for 240 λ diameter reflector. On the other hand, the accelerations with 3 GPUs compared to using CPU out-of-core are 9.0, 15.0, and 20.3 times, respectively. Note that the system of linear equations for this EM problem is symmetrical, so the routine for LU decomposition of symmetrical matrices is used. 
	Fig. 8. 3-D view of the model of the Cassegran reflector antenna
	The maximal theoretical acceleration with 3 GPUs compared to one GPU is 3 times, if all the operations are fully parallelized without any parallelization overhead. However this can not be achieved in our implementation since (a) only the matrix multiplications are parallelized on multiple GPUs and (b) parallelization always have some overhead. Nevertheless, the presented results confirm that the matrix multiplication is the most significant operation and, hence, the parallelization of matrix multiplication is crucial. 
	The calculated radiation patterns as function of θ, for , are shown in Figs. 9-11.
	TABLE III
	The Total Number of Unknowns and Simulation Times for Cassegrain Reflector Antenna
	N
	Antenna diameter
	t [s] CPU
	t [s]
	1 GPU
	t [s]
	3 GPUs
	Acceleration
	3 / 1 GPU
	3 GPU / CPU
	52 223
	140
	3151
	395
	351
	1.13
	9.0
	105 728
	200
	26141
	2788
	1700
	1.64
	15.0
	151 898
	240
	77519
	7564
	3820
	1.98
	20.3
	Fig. 9. Radiation pattern of antenna with the reflector diameter of 140 λ
	Fig. 10. Radiation pattern of antenna with the reflector diameter of 200 λ
	Fig. 11. Radiation pattern of antenna with the reflector diameter of 240 λ
	V. Near Field GPU Calculations
	In the process of programming GPU accelerated nearfield calculation code, the same principles are used as in programming matrix fill code. Firstly, whole code is rearranged in such a way that the most of calculations are done inside one for loop calling single function with one argument. Given code section on GPU is implemented as CUDA kernel function executed in as many parallel threads as there were loop iterations. After obtaining the basic code that works on GPU, the same optimization techniques as in programming matrix fill on GPU are used.
	Important difference between the matrix fill and the nearfield distribution calculations is that all the calculations in nearfield code are done in double precision. 
	A. Numerical Example

	As a test example for GPU nearfield calculations, the same model is used as in the matrix fill numerical example, i.e. PEC cube scatterer illuminated with a plane wave perpendicular to one side of the cube. Again, acceleration GPU vs. CPU is measured for different current approximation orders. Near field distribution is calculated at 40 000 points in all simulations. The same computer configuration as in matrix fill numerical example is used. Obtained near field calculation times are given in Table IV.
	TABLE IV
	Comparison of CPU and GPU NearField Calculation Times for Different Current Approximation Orders
	N
	a/λ
	Approximation
	order
	t [s]
	CPU
	t [s]
	GPU
	Acceleration
	32448
	7.7
	1
	303.0
	50.0
	6.0
	49152
	15.4
	2
	179.1
	31.2
	5.7
	52272
	17.3
	3
	121.1
	20.0
	6.0
	49152
	18.1
	4
	87.7
	15.2
	5.8
	50700
	19.2
	5
	75.0
	13.2
	5.7
	We can see that, in the nearfield calculation, obtained acceleration is almost constant, i.e., it does not depend on current approximation order. GPU nearfield calculation is around 6 times faster for all approximation orders.
	In Fig. 12, nearfiled distribution in H-plane for PEC cube with side length of 15.4 λ, obtained using GPU accelerated near field calculation code is shown. In Fig. 13, comparison between results obtained using CPU only and using CPU and GPU for nearfield calculations, for one arbitrary chosen xcoordinate, are shown. It can be seen that excellent matching of results is achieved. 
	VI. Conculsion
	We presented results for GPU acceleration of all phases of method of moments applied to solve EM problems. The obtained results show that GPU can be used for efficient EM calculations, and the already established codes can be reorganized for GPU executions.
	Fig. 12. PEC cube nearfield distribution in H-plane
	Fig. 13. Comparison of nearfield distributions obtained using CPU and GPU
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	TLM Cylindrical Model of a Coaxially Loaded Cylindrical Cavity
	Jugoslav Joković, Tijana Dimitrijević
	Abstract - This paper explores the effectiveness of the TLM method based on the cylindrical grid for the purpose of an analysis of a cavity with a circular cross-section and coaxial load. To consider the advantages of the cylindrical over rectangular TLM grid, coaxial inner load with different dielectric properties and dimensions have been used. Obtained numerical results have been verified comparing with corresponding analytic and measured results.
	Keywords – TLM method, Cylindrical mesh, Coaxially Loaded Cavity. 
	I. Introduction
	A circular waveguide or cavity loaded with a concentric dielectric cylinder has been the subject of many investigations [1-6]. Besides the microwave heating of materials [1,2], this model has been applied to calculate the specific absorption rate (SAR) of a human body, where the latter was modelled as a multilayered dielectric [3], in scattering [4] and in microwave generated plasmas [5]. In microwave heating applications, the model has been used to study various materials ranging from alumina to curing polyimide thin films for high performance multichip modules [6]. 
	As there is no analytical solution for the most cases of widely used partially loaded cavity, computational electromagnetic techniques emerge as an invaluable tool in the cavity design. Several numerical techniques are available for microwave heating studies; among them the finite difference time domain (FD-TD) [7] and transmission-line matrix (TLM) [8], known as full-wave methods, are the most popular in the field [9-11]. Also, the finite element method (FEM) is found to be a reliable technique for microwave heating applications [12].
	Electromagnetically-based numerical Transmission Line Matrix (TLM) time-domain method has been previously used to investigate an influence of different electromagnetic (EM) and geometric properties of dielectric materials used as a load on resonant frequencies in microwave applicators, based on different cavity structures [13-16]. 
	Structures of rectangular geometry can be relatively simply modelled by the network of TLM cubic shaped nodes in a Cartesian grid. For that reason, some additional compact models (wire, slot, losses…) were implemented in the rectangular TLM mesh. There are problems, however, such as those with cylindrical or spherical symmetry, where rectangular nodes are not convenient for modelling of boundaries. 
	Authors are with the University of Niš, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, Serbia, E-mail: [jugoslav.jokovic, tijana.dimitrijevic] @elfak.ni.ac.rs
	If a rectangular mesh is used for modelling of these structures a curved boundary would have to be described in a step-wise fashion [16]. In that case, boundaries would be presented approximately that, depending on the mesh resolution, might result in unwanted modes to be excited. The numerical error caused by describing the boundaries in this way can be reduced applying the rectangular TLM mesh of higher resolution around cavity walls, which, on the other hand, increases duration of a simulation. For those problems, it would be more appropriate to use nodes that model directly non-cubic shaped blocks, that is, to model in a non-Cartesian grid [17]. One of the advantages of using grids other than Cartesian is that, in certain cases, it is possible to describe problem boundaries more accurately. Another advantage of a curvilinear mesh is that a saving in computer storage may be achieved by exploiting problem symmetry.
	When modelling of a coaxially loaded cylindrical cavity is concerned (Fig. 1), besides accurate modelling of cavity boundaries, it is necessary to enable accurate modelling of the load properties represented with dielectric constant εr. In order to achieve time synchronization in the mesh, the TLM node used for describing the load must be  times less compared to nodes dimension in the rest of the cavity filled with air. Obviously, the mesh resolution inside the load would be much higher than the resolution in the air. If the coaxially loaded cylindrical cavity is modelled by the non-uniform rectangular TLM mesh, the medium outside the load (the air) has to be modelled with nodes of different dimensions, as it is shown in Fig. 2.a. As consequence, numerical results might not converge, especially in the case when the dielectric constant of a load is much greater than the dielectric constant of the air. This problem can be easily solved with the cylindrical TLM grid (Fig. 2b) with coordinates (φ, r, z) that provides uniformity of the mesh within the same medium.
	Fig. 1. A cylindrical cavity with a coaxial load
	a)
	b)
	Fig. 2. a) Rectangular TLM mesh, b) Cylindrical TLM mesh
	An efficiency of the TLM method based on the cylindrical grid for accurate modelling of a cylindrical cavity loaded with a concentric dielectric cylinder has been confirmed comparing the numerical results with analytic and measured results. Furthermore, obtained results have been compared with the corresponding results reached by the rectangular grid based TLM method to show the advantages of using the cylindrical rather than rectangular TLM model, especially in cases of modelling of cylindrical cavities loaded with material of much greater dielectric constant than the dielectric constant of the air. Since only analysis of a load effect on resonant modes is of interest, an impulse excitation was used to excite a particular field component. However, if the compact wire model in a cylindrical TLM grid is used [18], there would be no limit for modelling of wire elements used for mode establishing and detection in practice.
	II. TLM Cylindrical Model
	In the conventional TLM time-domain method, EM field strength in three dimensions, for a specified mode of oscillation in a metallic cavity, is modelled by filling the field space with a network of link lines and exciting a particular field component through incident voltage pulses on appropriate lines. An efficient computational algorithm of scattering properties, based on enforcing continuity of the electric and magnetic fields and conservation of charge and magnetic flux [19], is implemented to speed up the simulation process. EM properties of different mediums in the cavity are modelled by using a network of interconnected nodes, a typical structure known as the Symmetrical Condensed Node – SCN [19]. Each node describes a portion of the medium shaped like a cubic (Cartesian rectangular mesh) or a slice (Non-Cartesian cylindrical mesh) depending on the coordinate system applied. Additional stubs may be incorporated into the TLM network to account for inhomogeneous materials and/or electric and magnetic losses. 
	When cylindrical structures are concerned, a non-Cartesian cylindrical mesh in the coordinate system (φ, r, z) can be used for the modelling purpose. The coordinate system used and the port designations are shown in Fig. 3. 
	Fig. 3. A cylindrical SCN
	Simulation proceeds exactly as for a SCN with stubs in a Cartesian grid [8]. The only modification involves the calculation of stub parameters where account must be taken of the details of the new geometry. Capacitance and inductance of the TLM node shown in Fig. 3 can be expressed as follows:
	, ,  (1)
	, , (2)
	, .  (3)
	Starting from above equations normalized admittances of capacitive stubs and impedances of inductive stubs of TLM nodes [19] can be expressed in a cylindrical grid.
	When modelling of cavities containing lossy loads is concerned, implementation of losses in the TLM model is carried out by introduction of stubs with losses in the nodes where scattering is going on. Stubs with losses may be considered as infinitely long transmission lines, or equivalently, as lines terminated with its characteristic impedance. They can be used to model either electric or magnetic losses. In case of the symmetrical condensed node, stubs with losses are directly implemented in the scattering procedure, including coupling with the corrsponding EM field component. 
	If  and represent effective electric and magnetic conductance, respectively, in k-direction, where k  (φ, r, z), elements in the TLM node used for modelling of losses are defined as:
	,      (4)
	where (Δi, Δj, Δk)  (rΔφ, Δr, Δz). 
	Starting from,  [8], it is possible to define a loss tangent at the appropriate frequency as:
	,  (5)
	Finally, corresponding equations for reflected total voltages and currents in k direction have to be modified in case of modelling of mediums with losses [8]. 
	III. Numerical Results
	The results illustrating the efficiency of a cylindrical grid based TLM method for modelling and analyses of a coaxially loaded cylindrical cavity are presented in this section. To point out the advantages of the cylindrical over rectangular TLM model, cavities loaded with materials of different radius and permittivity [1] have been considered (Fig. 1). 
	In the first case, the perspex rod (εr = 2.6 - j0.0015) has been used as the coaxial load in the cavity of circular cross-section. The radius of the load is rl = 6mm, while the cavity radius and height are a = 46.8 mm and h = 75 mm, respectively. A cylindrical TLM grid used for the modelling purpose is (φ(r(z) = (36(15(20) nodes, where dimensions of nodes in r direction are ∆rl = 2.0 mm, and ∆r2 = 3.4 mm in the load and air, respectively. The EM field component Ez is excited along the line (φ, r, z) = (1, 7, 1÷20). In this way, two resonant modes, TM010 and TM110, can be excited in the frequency range of interest, as it is shown in Fig. 4.
	The same cavity has also been modelled using the rectangular TLM grid of resolution (x(y(z) = (52(52(38) nodes, where dimensions of nodes in x and y directions are ∆x1 =∆y1 = 1.2 mm in the load and ∆x2 =∆y2 = 1.94 mm in the air. In this case, due to small dielectric constant and relatively small radius of the load compared to the cavity radius (rl/a = 0.128) the rectangular TLM grid enables good modelling of the considered cavity. 
	Comparative analyses of numerical results obtained by cylindrical and rectangular TLM models, as well as analytic and measured results [1], are presented in Table I. Apparently, results obtained by the TLM method based on the cylindrical grid are in the better agreement with the corresponding analytic and measured data compared to the TLM rectangular model results, for both considered modes.
	Fig. 4. Resonant frequencies distribution in the cavity coaxially loaded with a perspex rod
	TABLE I
	Analytic, simulated and measured frequencies of the TM010 and TM110 modes with the perspex rod as a load
	Mode
	Resonant frequency (GHz)
	Analytic [1]
	TLM_cyl 
	TLM_rec
	Measured [1]
	TM010
	2.3319
	2.3314
	2.353
	2.3335
	TM110
	2.8935
	2.8960
	3.915
	-
	The second analyzed case involved the cylindrical cavity of the radius a = 40 mm and height h = 75 mm with a coaxially placed load of εr = 25 and radius rl = 10 mm. The modelling has been carried out using the cylindrical grid of resolution (φ(r(z) = (36(16(20) and an impulse excitation in line (φ, r, z) = (1, 11, 1÷20). In this case, dimensions of nodes in r direction are ∆rl = 1.0 mm and ∆r2 = 5.0 mm in the load and air, respectively. Corresponding numerical results, presenting TM0n0 modes excited in the frequency range of interest, are shown in Fig. 5. As can be seen from the results given in Table II, there is a good agreement between analytic and numerical data based on the cylindrical grid. 
	On the other hand, when the non-uniform rectangular TLM mesh is used to model the same cavity, the simulated results considerably differs from the analytic data not allowing detection of modes. The reason for that can be found in different dimensions of nodes modelling a medium in the cavity. Due to inhomogeneity of the medium inside the cavity, dimensions of nodes used for modelling of a medium inside the load have to be  times less compared to nodes in the rest of the cavity filled with air. A dielectric constant of the considered load is much greater compared to the air (εr = 25), and thus requires a mesh of much higher resolution for load modelling, meaning that the specific areas outside the load have to be modelled with nodes of considerably different dimensions from one area to another, as presented in Fig. 2.b. Also, in this case, the ratio between radius of the load and the cavity radius (rl/a = 0.25) has great value making the rectangular TLM grid not applicable for modelling of the considered cavity. 
	Fig. 5. Resonant frequencies distribution in the cavitywith a coaxial load of εr = 25
	TABLE II
	Analytic and simulated frequencies of the TM010 and TM020 modes with a coaxial load of εr = 25
	Mode
	Resonant frequency (GHz)
	Analytic [1]
	TLM_cyl
	TLM_rec
	TM010
	1.0189
	1.0396
	-
	TM020
	3.5702
	3.5592
	-
	IV. Conclusions
	In this paper, a coaxially loaded cavity with circular cross-section has been investigated using the TLM method based on the cylindrical grid in order to present the advantages and possibilities of the method. Obtained numerical results are verified by comparing with corresponding analytic and measured values of resonant frequencies. 
	Compared to the rectangular grid, which demands approximate modelling of cavity external and internal boundaries since they do not coincide with the rectangular grid axes, a cylindrical grid enables accurate boundaries modelling independently of a mesh resolution. Another advantage can be found when modelling of partially loaded cavity is concerned, as it is the case of a coaxially loaded cylindrical cavity. It has been shown that by fulfilling the demand of setting the mesh resolution in order to achieve the time synchronization TLM cylindrical model provides better results than rectangular model, in terms of accuracy of determining resonant modes in the frequency range of interest. This particularly goes for cavities with a load having dielectric constant much greater than the dielectric constant of the air and the considerable load radius compared to the cavity radius.
	Acknowledgement
	This paper is funded by means of the Ministry of Education and Science of Republic of Serbia within the project numbered III 44009.
	References
	[1] T.V.C.T. Chan, H.C. Reader, Understanding Microwave Heating Cavities, Artech House, Boston, London, 2000.
	[2] A.C. Metaxas, Design of a TM010 resonant Cavity as a Heating Device at 2.45GHz, Journal of Microwave Power, 9, 1974, 123.
	[3] S. Kuwano, K.Kokubun, Further Study of Microwave Power Absorption in a Multilayered Cylindrical Model of a Man, Journal of Microwave Power and Electromagnetic Energy, 32, 1997, 45-49.
	[4] K. Umashankar, A. Taflove, Computational Electromagnetics, Norwood, MA: Artech House, 1993.
	[5] J.L. Shohet, C. Moskowits, Eigenvalues of a Microwave-Cavity-Lossy-Plasma System, Journal of Applied Phisycs, 36, 1965, 1756-1759.
	[6] D.A. Lewis, S.J. LaMaire, A. Viehbeck, Microwave Processing of Polyimide Thin Films for Electronics, Theory and Applications in Materials Processing III, Ceramic Transactions, 59, 1995, 433-439.
	[7] K.S. Kunz and R.J. Luebbers, The finite difference time domain for electromagnetics, CRC Press, 1993. 
	[8] C. Christopoulos, The Transmision-Line Modelling (TLM) Method, Series on Electromagnetic Wave Theory, IEEE/OUP Press, 1995.
	[9] F. Liu, I. Turner, M.E. Bialkowski, A finite-difference time-domain simulation of power density distribution in a dielectric loaded microwave cavity, Journal of Microwave Power and Electromagnetic Energy, A Publication of the International Microwave Power Institute, USA, 29,1994, 138-148.
	[10] D.H. Choi and W.J.R. Hoefer, The finite-difference-time-domain method and its application to eigenvalue problems, IEEE Transactions on Microwave Theory and Techniques 34, 1986, 1464-1470.
	[11] R.A. Desai et all, Computer modelling of microwave cooking using the transmission-line model, IEE Proceedings, Pt.A, 139, 1992, 30-37. 
	[12] D.C. Dibben and A.C. Metaxas, Finite element time domain analysis of multimode applicators using edge elements, Journal of Microwave Power and Electromagnetic Energy, A Publication of the International Microwave Power Institute, USA, 29,1994, 242-251.
	[13] B. Milovanovic, N. Doncov, and A. Atanaskovic, Tunnel type microwave applicator analysis using the TLM method, Proceedings of the 4th International Workshop on Computational Electromagnetics in the Time Domain: TLM/FDTD and Related Techniques, CEM-TD 2001, Nottingham, United Kingdom, 2001, 77-84.
	[14] B. Milovanovic and N. Doncov, TLM modelling of the circular cylindrical cavity loaded by lossy dielectric sample of various geometric shapes, Journal of Microwave Power and Electromagnetic Energy, A Publication of the International Microwave Power Institute, VA, USA, 37, 2002, 237-247.
	[15] J. Joković, B. Milovanović, T. Ranđelović, TLM Modelling of Microwave Applicator with an Excitation Through The Waveguide, Microwave and Optical Computer Techonology Letters, John Wiley&Sons, 48, 2006, 2320-2326.
	[16] J. Joković, B. Milovanović, and N. Dončov, TLM analysis of cylindrical metallic cavity excited with a real feed probe, International Journal of RF and Microwave Computer Aided Engineering, John Wiley&Sons, USA, 16, 2006, 346-354.
	[17] D.A. Al-Mukhtar, J.E. Sitch., “Transmisión-line Matrix Method and Irregularly Graded Space”, Proceedings of IEE Pt H 128, 299-305.
	[18] B. Milovanović, N. Dončov, J. Joković, T. Dimitrijević, EM Field Monitoring in Circular Cavity Using Wire Compact Model Implemented in Cylindrical TLM Mesh, Proceedings of the TELSIKS 2009 Conference, Niš, Serbia, 2009, 339-342.
	[19] V. Trenkic, The development and characterization of advanced nodes for TLM method, Ph.D. Thesis, University of Nottingham, 1995.

	CEM 3 - R036_novo.pdf
	First Order Absorbing Boundary Condition in
	Large-Domain Finite Element Analysis of Electromagnetic Scatterers
	Milan M. Ilić1, Slobodan V. Savić1, Branislav M. Notaroš2
	Abstract – In this paper, the first order absorbing boundary condition (ABC) is implemented to numerically close a large-domain finite element method (FEM) in open-region (e.g., antenna and scattering) problems in electromagnetics. The FEM is based on large curvilinear Lagrange-type volume elements with higher order hierarchical polynomial vector basis functions. The validity and convergence properties of the FEM-ABC computational technique are evaluated and demonstrated in a characteristic example of a dielectric scatterer with pronounced curvature.
	Keywords – Computational electromagnetics, finite element method, absorbing boundary conditions, antennas, scattering.
	I. Introduction
	In electromagnetics (EM), the finite element method (FEM) in its various forms and implementations [1-4] has been effectively used for quite some time in full-wave three-dimensional (3D) computations based on discretizing partial differential equations. A tremendous amount of effort has been invested in the research of the FEM technique in the past four decades, making FEM methodologies and techniques extremely powerful and universal numerical tools for solving a broad range of problems of both closed-region (e.g., waveguide and cavity) and open-region (e.g., antenna and scattering) types. For open-region problems, which involve electromagnetic waves propagating outside the antenna or scatterer body – theoretically to infinity, the FEM can only be used once the infinite domain has been truncated and thus made computationally finite.
	Contrary to numerical approaches that deal with field sources (currents and charges) as unknowns (e.g., method of moments – MoM), the FEM deals directly with fields, via the differential form of Maxwell’s field equations or wave equations, and hence requires a discretization of the complete region with nonzero fields, rather than only the source region (e.g., the scatterer body) as in the MoM approach.
	1Milan M. Ilić, Member, IEEE, is with the School of Electrical Engineering, University of Belgrade, Bulevar kralja Aleksandra 73, 11120 Belgrade, Serbia, E-mail: milanilic@etf.rs
	1Slobodan V. Savić is with the School of Electrical Engineering, University of Belgrade, Bulevar kralja Aleksandra 73, 11120 Belgrade, Serbia, E-mail: ssavic@etf.rs
	2Branislav M. Notaroš, Senior Member, IEEE, is with the ECE Department, Colorado State University, 1373 Campus Delivery, Fort Collins, CO 80523-1373, USA, E-mail: notaros@colostate.edu
	In closed-region problems, the fields are physically bounded by perfectly conducting walls, whereas in the open-region problems the physical boundary does not exist, and the fields occupy (theoretically) an infinite space, thus making the FEM discretization, in the classical sense, numerically impossible. However, the FEM can be modified or augmented in several ways to actually enable (efficient) numerical solution to open-region problems.
	For a unique and well defined FEM solution to an open-region problem, some sort of boundary condition must be introduced at an artificial boundary, in a way to make the boundary as transparent as possible to the radiated or scattered field [5-12]. The boundary condition should minimize the non-physical reflection of the radiated/scattered field from the boundary. A class of conditions designed for this purpose are called absorbing boundary conditions (ABC’s).
	In this work, we use the first order absorbing boundary condition to numerically close a higher order FEM. The new technique imposes approximate local conditions across the faces of elements associated with the outer boundary of the FEM domain, thus simulating, as accurately as possible, the zero-reflection conditions of the open space and enabling the effective mesh-termination, while preserving the simplicity of the FEM approach, the numerical efficiency of the higher order technique, and sparsity of the final system of equations (a very distinct advantage of the finite element method, in general). This gives rise to an important advantage of the FEM-ABC technique over the (exact) integral equation approaches to closing the FEM (hybrid FEM-MoM techniques).
	Overall, the FEM-ABC technique is a powerful and versatile solution for domain truncation in open-region problems modelled by the FEM. However, the ABC’s are not exact in their nature; they cannot ensure a perfect absorption of radiated or scattered fields. As a result, their use will likely introduce errors in the solution, and to minimize these errors, the artificial boundary must be placed at some distance from the antenna or scatterer.
	Our goal in the present work is to evaluate and demonstrate the validity and convergence properties of our new first order ABC technique in conjunction with our existing higher order FEM technique [13]-[14]. The analysis is based on the large-domain geometrical modelling using large curvilinear Lagrange-type volume elements in coarse meshes and hierarchical polynomial vector basis functions of high (arbitrary) orders. Large-domain finite elements are very efficient in modelling of structures with pronounced curvature (e.g., a sphere is very accurately modelled by a single second-order generalized hexahedron). Thus, we fully exploit the potential of the higher order modelling, which can lead to a reduction in computation costs by one to two orders of magnitude when compared to low-order (small-domain) techniques, for the same or better accuracy [13], [14]. Finally, the implementation of the first order ABC in our FEM technique represents the first step towards implementing a Robin-type boundary condition in our hybrid domain decomposition [15] and diakoptic techniques [16].
	In Section 2 of this paper, we present the theoretical background of absorbing boundary conditions for analysis and design of antennas and microwave devices. In Section 3, we provide an example of analysis of an electromagnetic scatterer with pronounced curvature using the first order ABC and the higher order FEM technique.
	II. Theoretical Background
	Consider an arbitrary 3D scatterer in free space, as shown in Fig. 1. An incident plane EM wave characterized by the known electric field vector  impinges an object (scatterer). By virtue of the equivalence principle, we can replace the material object by the (unknown) distribution of sources (induced currents and charges), which, in turn, produce the scattered EM wave, characterized by the (unknown) electric field vector .
	Fig. 1. Illustration of a 3D scattering problem
	In free space (homogeneous, isotropic, and linear medium) exterior to the scattering (or radiating) structure, the scattered (or radiated) field  satisfies the homogeneous vector wave equation (double-curl equation),
	, (1)
	where  is the free-space wave number. A function satisfying Eq. (1) and representing outward-propagating waves in free space surrounding the material object and sources is known as the vector radiation function. It can be written as [6]
	, (2)
	where  are spherical coordinates.
	The basic building block in constructing ABC’s is a differential operator  defined as [5]
	, (3)
	with  standing for a radial unit vector in the spherical coordinate system, and  is an arbitrary vector.
	For  and , it can be shown that
	, (4)
	where the subscript t denotes the transverse (with respect to the radial direction) component of the respective vector.
	Also, for  and , one can show that
	, (5)
	with the subscript r designating the radial component of the vector.
	In both cases, applying the operator  results in multiplying the given expression by , while leaving the angular dependence unchanged. With this in mind, a new operator  () is defined as
	, (6)
	where  is an arbitrary number (to be specified later). The superscript  indicates that the operator  is applied  times, and similarly for the superscript .
	Applying operator  to the n-th array element in Eq. (2) and having in mind Eqs. (4-6), we obtain
	 (7)
	Since  is zero [6], the right-hand side of Eq. (7) vanishes for , which means that  annuls the first  terms in Eq. (2), leaving only the terms with . Furthermore, each of the terms with  on the right-hand side of Eq. (7) is proportional to .
	Based on the above, we conclude that
	, (8)
	and that the constraint
	 (9)
	represents an approximate boundary condition applicable to a spherical surface () of radius  (shown in Fig. 1), which encloses all radiation/scattering sources. The approximation becomes better as  increases. For  (first order ABC), the asymptotic behaviour of the condition is determined by  in Eq. (8).
	The first order absorbing boundary condition, , reduces to
	, (10)
	and in the case  to
	. (11)
	The value  is adopted to simplify the final expression for the ABC, by annulling one term in Eq. (10), and to produce a symmetric final system, whereas the optimum choice minimizing the reflection coefficient at the ABC surface would be  [2]. 
	III. Results and Discussion
	Consider a dielectric spherical scatterer shown in Fig. 2. The relative permittivity and permeability of the dielectric are  and , respectively. The radius of the dielectric sphere is , and the sphere is geometrically modeled by a single second order (geometrical order  [13]) curved hexahedral finite element. The infinite region exterior to the scatterer is truncated by an artificial boundary in the form of a fictitious sphere of radius , at which the first order ABC is imposed. Six cushion-like second order () curved hexahedral finite elements are introduced to model the region between the scatterer and the ABC boundary. These elements are with free-space-like electromagnetic parameters ( and ), and with inner and outer radii  and , respectively. 
	Fig. 2. Scattering by a dielectric spherical scatterer (, , , and ): analysis by the large-domain FEM-ABC
	For the plane wave incidence indicated in Fig. 2, the normalized monostatic radar cross section (RCS), , of the spherical dielectric scatterer is shown in Fig. 3. The adopted field approximation orders are 8 for all finite elements in the FEM, which results in 11,176 unknowns. The results are compared to the exact Mie’s solution. A good agreement of the numerical set of the results with exact results is observed, up to  ( represents the wavelength in free space). 
	Fig. 3. Normalized monostatic RCS of the dielectric sphere in Fig. 2: comparison of the FEM-ABC numerical solution to the analytical solution in the form of Mie’s series
	Shown in Fig. 4 is the absolute error of the numerical solution with respect to the analytical solution (Mie’s series) for various orders of field approximation polynomials (from  to ) in the higher order FEM model (p-refinement). We observe a very good convergence of the results obtained by the higher order FEM technique as  increases. The absolute error is lower than  up to  for field approximation polynomials of the 8-th order (red line in Fig. 4).
	Fig. 4. Absolute error (in dB) of the results obtained by the FEM-ABC technique as compared to the analytical (exact) solution, for various orders of FEM field approximation (p-refinement)
	IV. Conclusion
	In this paper, the first order absorbing boundary condition has been implemented to numerically truncate an infinite computational domain in a finite element analysis of open-region (antenna and scattering) problems in electromagnetics. The FEM is based on large curvilinear hexahedral elements with higher order hierarchical vector basis functions. The validity and convergence properties of the FEM-ABC technique have been evaluated and demonstrated in an example of a dielectric spherical scatterer. The scatterer is modeled by a single curved hexahedral finite element, the infinite exterior region is truncated by a spherical artificial boundary imposing the first order ABC, and six cushion-like curved finite elements with free-space electromagnetic parameters are introduced between the scatterer and the ABC boundary. Very good convergence properties of the technique in p-refined solutions have been observed.
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	TEM Analysis of Multilayered Transmission Lines 
	Using New Hybrid Boundary Element Method
	Saša S. Ilić1, Slavoljub R. Aleksić2 and Nebojša B. Raičević3
	Abstract – Theoretical analysis of multilayered transmission lines assuming TEM propagation mode is carried out in the paper. Effective dielectric permittivity and characteristic impedance of the transmission line are determined applying the new hybrid boundary element method (HBEM) based on the equivalent electrodes method (EEM). All results are compared with the exact analytical, or the finite element method (FEM) solutions.
	Keywords – Equivalent Electrodes Method (EEM), Hybrid Boundary Element Method (HBEM), Perfect Electric Conductor (PEC), Characteristic impedance, Effective permittivity, Finite Element Method (FEM).
	I. Introduction
	Single wire strip lines with a sectoral dielectric are considered in [9-13]. The equivalent electrodes method (EEM) is used for solution of multilayered dielectric problem using Green's function for charge per unit length, and the results are for first time given in [1-3]. Generally, the application of the EEM depends on the closed form Green's function for the original problem, so the method is based on the combination of the analytical derivation of the Green's function and the numerical procedure for solving simplified problems. Although original problems are not singular, [4-8], the boundary integral equations usually contain singular and nearly singular integrals whose evaluation is difficult. In order to avoid numerical integrations, it is possible to substitute small boundary segments by total charges placed at their centers. The Green’s function for the electric scalar potential of the charges placed in the free space on the boundary of two dielectrics is used, and the method is called the new hybrid boundary element method (HBEM). An arbitrary shaped electrode can be replaced by a finite system of equivalent electrodes (EEs) [14-16]. The radius of the EE is equal to the equivalent radius of the electrode part that is being substituted. The obtained system of linear equations with unknown charges per unit length is well-conditioned, as the system matrix always has the greatest elements on the main diagonal. 
	II. Generalization
	A generalization of the TEM analysis of multilayered transmission lines is presented in Fig. 1a. Application of the HBEM, based on discretization of boundary surfaces between 
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	layers and replacement of those segments with total charges per unit length, is illustrated in Fig 1.b. In this case, total surface charges between dielectric layers are equal to polarized surface charges because free surface charges on dielectric boundary surfaces do not exist (free surface charges exist only on PECs, see Fig 1.b and Eq. (1)).
	a) original problem
	b) modeled problem
	Fig. 1. Transmission line with multilayered dielectric.
	Electric scalar potential of the whole system is:
	   (1)
	and the electric field is 
	,                             (2)
	where:  - is number of EEs on i-th boundary surface between any two layers, andis the number of boundary surfaces. Relation between normal component of the electric field and total surface charges is presented with Eq. (3):
	,            (3)
	where  is unit normal vector oriented from layer  to . 
	Positions of matching points for potential of inner and outer conductor are:       and , , where  is Kronecker's delta function. For normal component of the electric field on the i-th boundary surface matching points` positions are:  and  , where . 
	It is necessary to add only one equation for electrical neutrality of the whole observed transmission line to the system of linear equations, Eq. (4). The aim is to obtain the quadratic system of linear equations with unknown free charges of conductors, total charges on boundary surfaces between dielectric layers per unit length, and unknown additive constant  that depends on the chosen referent point for the electric scalar potential, 
	                             (4)
	Using the point-matching method (PMM) for potential of inner and outer conductor, Eq. (1), and point-matching of normal component of electric field, Eq. (3), it is possible to determine unknown free charges on conductors, total charges on the boundary surfaces between layers, and unknown constant . After solving the system of linear equations it is possible to calculate capacitance per unit length of the transmission line, Eq. (5):
	                                                   (5)
	Characteristic impedance of the transmission line is calculated as , where  is the effective dielectric permittivity,  is the characteristic impedance of the transmission line without dielectrics (free space).
	III. Numerical Results
	Numerical results for the effective dielectric permittivity and the characteristic impedance will be given for two simple examples with two layers. The first example is a coaxial transmission line with circular cross-section shown in Fig. 2, and the second one is a quadratic transmission line shown in Fig. 3.
	Fig. 2. Coaxial transmission line with two layers.
	Fig. 3. Quadratic transmission line with two layers.
	The analytical solution for the effective dielectric permittivity, Eq. (6), and for the characteristic impedance, Eq. (7), for the coaxial transmission line shown in Fig. 2 is obtained as:
	,                       (6)
	 .                                (7)
	These two equations will be used for comparison of the results for the effective dielectric permittivity and the characteristic impedance with results obtained by the new HBEM, Tables I and II.
	Compared results for the effective dielectric permittivity and the characteristic impedance of those transmission lines (Figs. 2 and 3) versus ratio  are given in Tables I to IV. All results are given for two isotropic layers: A) ; , and B) ; where . 
	TABLE I
	Characteristic impedance of the coaxial transmission line
	(case A)
	A
	numerical (HBEM)
	exact
	1.2
	2.2226
	44.0929
	2.2212
	44.2288
	1.5
	2.5699
	41.0059
	2.5689
	41.1269
	1.8
	2.9466
	38.2954
	2.9456
	38.4070
	2.0
	3.2194
	36.6364
	3.2183
	36.7435
	2.3
	3.6707
	34.3109
	3.6690
	34.4131
	2.5
	4.0057
	32.8446
	4.0034
	32.9443
	2.8
	4.5733
	30.7390
	4.5696
	30.8361
	TABLE II
	Characteristic impedance of the coaxial transmission line
	(case B)
	B
	numerical (HBEM)
	exact
	1.2
	4.0162
	32.8017
	4.0034
	32.9443
	1.5
	3.2236
	36.6131
	3.2183
	36.7435
	1.8
	2.7761
	39.4534
	2.7739
	39.5779
	2.0
	2.5700
	41.0047
	2.5689
	41.1269
	2.3
	2.3397
	42.9757
	2.3395
	43.0958
	2.5
	2.2210
	44.1095
	2.2212
	44.2288
	2.8
	2.0777
	45.6051
	2.0783
	45.7236
	Compared results for the effective dielectric permittivity and the characteristic impedance of the coaxial transmission line (Fig. 2) versus ratio  are presented in Tables I and II. Numerical results for the effective dielectric permittivity and the characteristic impedance obtained using the new HBEM is in a very good agreement with the exact ones.
	TABLE III
	Characteristic impedance of the quadratic transmission line
	(case A)
	A
	numerical (HBEM)
	FEM
	1.2
	2.2215
	40.5909
	2.2222
	40.6245
	1.5
	2.5734
	37.7137
	2.5741
	37.7455
	1.8
	2.9590
	35.1709
	2.9594
	35.2031
	2.0
	3.2368
	33.6278
	3.2368
	33.6605
	2.3
	3.6881
	31.5033
	3.6873
	31.5372
	2.5
	4.0159
	30.1901
	4.0143
	30.2256
	2.8
	4.5659
	28.3132
	4.5625
	28.3515
	TABLE IV
	Characteristic impedance of the quadratic transmission line
	(case B)
	B
	numerical (HBEM)
	FEM
	1.2
	4.0668
	30.0003
	4.0600
	30.0549
	1.5
	3.2781
	33.4158
	3.2754
	33.4613
	1.8
	2.8137
	36.0673
	2.8128
	36.1082
	2.0
	2.5979
	37.5358
	2.5976
	37.5475
	2.3
	2.3569
	39.4081
	2.3572
	39.4439
	2.5
	2.2329
	40.4870
	2.2335
	40.5217
	2.8
	2.0827
	41.9219
	2.0836
	41.9542
	Compared results for the effective dielectric permittivity and the characteristic impedance of the quadratic transmission line (Fig. 3) versus ratio  are given in Tables III and IV. Numerical results for the effective dielectric permittivity and the characteristic impedance obtained using the new HBEM is in a very good agreement with the values obtained using the finite element method (FEM).
	IV. Conclusion
	The aim of this paper is to present a very efficient new hybrid boundary element method (HBEM) based on the equivalent electrodes method (EEM) for determining the effective dielectric permittivity and the characteristic impedance of the multilayered transmission lines with TEM propagation mode. The HBEM has been proved to be a very simple, powerful and accurate procedure for solving 2D or 3D problems. The obtained system of linear equations with unknown charges per unit length is well-conditioned, as the system matrix always has the greatest elements on the main diagonal. Quite good convergence for the desired parameters is obtained for 700-800 equivalent electrodes. It should also be noted that the computation time is even several times shorter than in the case of the finite elements method (FEM). Using the method with 700-800 electrodes the relative error for the characteristic impedance is less than 0.5 % in regard to results obtained using the finite elements method (FEM) with 650 thousand finite elements.
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	Simple Approximation for Accurate Analysis of Horizontal Dipole Antenna above a Lossy Half-Space
	Milica P. Rančić1, Slavoljub R. Aleksić2
	Abstract – Horizontal dipole antenna above a lossy ground will be analysed in the paper. Sommerfeld type integrals that express the influence of the ground on antenna characteristics will be solved applying simple approximations. Results for the HDA input impedance/admittance will be graphically illustrated and compared to corresponding ones of other authors.
	Keywords – Horizontal dipole antenna, Input impedance/admittance, Lossy half-space, Point-matching method, Sommerfeld integrals.
	I. Introduction
	Analysis of thin-wire antennas in the presence of an imperfectly conducting (lossy) half-space has been investigated extensively for more than a century. The pioneer in this field was Sommerfled and his paper [1], where he published a solution for the Hertz`s dipole radiating above lossy ground. Ever since then, researchers have focused either on further theoretical investigations of the Sommerfled`s solution, or on finding an approximate method that could be applied to satisfyingly accurately solve a corresponding problem [2-10], [12-14]. 
	In this paper, authors apply approximate solutions for both types of so-called Sommerfeld`s integral kernels (SIKs) that occur in the expressions describing the EM field structure in the vicinity of the horizontal dipole antenna (HDA) above a lossy half-space (LHS). As for the adopted methodology, the Hallen`s type of integral equations, entire domain polynomial basis functions and the point-matching method (PMM) are applied. 
	Fig. 1. Illustration of the HDA above a LHS
	1Milica P. Rančić is with the University of Niš, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, Serbia, E-mail: milica.rancic@elfak.ni.ac.rs 
	2Slavoljub R. Aleksić is with the University of Niš, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, 18000 Niš, Serbia, E-mail: slavoljub.aleksic@elfak.ni.ac.rs
	Results for the input impedance/admittance are compared to available ones of other authors that applied either some way of numerical integration or method of images. We investigated if the proposed methodology gives results that are satisfyingly accurate for different values of ground parameters, and different HDA positions. It was especially interesting to analyse a case of a very low placed antenna since other methods (like method of images, [5-6]), although very accurate and/or simple, could not handle horizontal wires at heights less than about . Validity range of the method of images is clearly declared by the authors (see Fig. 2 of [5]).
	II. Theory
	A. Problem Setting
	Let’s consider an asymmetric HDA placed in the air (,, ) at height  above the LHS, which is treated as a homogeneous and isotropic medium of known electrical parameters ( - specific conductivity,  -permittivity,  - permeability,  - complex specific conductivity,  - relative complex permittivity,  - wave-length in the air,  - propagation constant in the air, , and semi-conducting ground, ,   - refractive index, and - angular frequency). The HDA is observed in the direction parallel to the x-axis of Descartes’ right-angled coordinate system as shown in Fig. 1, and fed by the Dirac`s  - generator. The current distribution is localized along the antenna conductors` axes and denoted by , , .
	B. Hertz`s Vector and Electric Scalar Potential
	In the case of the HDA, the Hertz's vector potential calculated in the air at point  has two components,  , which are here expressed by their modified equivalents  and :
	      (1a)
	     . (1b)
	Thus, electric scalar potential is:
	. (2)
	In the previous expressions,  denotes standard form of the potential kernel, whereas and  represent Sommerfeld`s integral kernels (SIKs):
	, (3a)
	, (3b)
	where is the spectral form of the potential kernel, while the first terms in both integrands represent spectral reflection coefficients (SRCs):
	, , , (4a)
	, , , (4b)
	, , , .
	Based on Eqs. (1a), (1b) and (2), one can see that for determining the structure of the Hertz's vector and electric scalar potential it is necessary to numerically solve both types of SIKs given by Eqs. (3a) and (3b). 
	C. Modelling of the SIKs
	The first step in the approximation of the SIK given by Eq. (3a) is to develop the spectral reflection coefficient given by Eq. (4a) into a series of the following form:
	. (5a)
	If we consider that , then , so Eq. (5a) gains the following approximate form:
	. (5b)
	The first three terms in Eq. (5b) actually present an exponential function developed into the Maclaurin series, i.e.
	. (6)
	Substituting Eq. (6) into Eq. (3a), we obtain:
	,, (7)
	where:  - complex distance between the image and the field point in the air, and  - vertical complex distance. Model given by Eq. (7) is known as the Bannister - Wait approximation, [2]. 
	In order to solve the other type of SIK given by Eq. (3b) the methodology proposed by the first author in [9-10] will be applied. Let us assume the SRC Eq. (4b) in a so-called - TIA (Two-Image Approximation) form:
	, (8)
	where ,  and  are unknown complex constants. When Eq. (8) is substituted into Eq. (3b), the following general TIA model for calculating the SIK is obtained:
	, (9)
	where , presents the distance between the second image and the observation point , and . 
	Now, matching the expression Eq. (8) at  and , and the first derivative of the same expression at , the following values for the unknown complex constants in Eq. (8) are obtained:
	, , , (10)
	where:  and  . Substituting Eq. (10) into Eq. (9), the following TIA form of the SIK is obtained: 
	. (11)
	III. Numerical Results
	Described approximations for calculation of the SIKs given by Eqs. (3a) and (3b) will be used in the process of obtaining the unknown current distribution (UCD) along the antenna conductors. This will be done numerically solving the system of integral equations of Hallen`s type using the point-matching method (PMM) while assuming the UCD in a polynomial form:
	, , , (12)
	where  - unknown complex current coefficients, and  - the polynomial degree. Based on the determined current distribution, the input admittance/impedance of the HDA is easily obtained:
	. (13)
	Although the described procedure applies to any asymmetric HDA in the presence of the LHS, all the examples that will be further analysed consider a symmetric HDA with equal conductor lengths, , and equal cross-section radii, , since this is the HDA geometry that is most often analyzed in the literature. All the results are obtained using the polynomial current approximation with the polynomial degree of .
	Results that are graphically illustrated in Fig. 2, correspond to the input impedance (resistance and reactance) of a half-wave HDA of radii . Displayed curves are obtained for the case of a perfect dielectric (, ). Our results (solid lines) are compared to the corresponding ones from [5-6] (solid circles), where the authors applied the method of images with six image pairs.
	It was also of importance to evaluate the applicability of the described method to cases of the HDA positioned at heights lower than  since the standard method of images rapidly losses on the accuracy in these cases. For the purpose of examining whether the described method can achieve higher order of accuracy then the method of images, another numerical experiment has been performed. This time we con-
	Fig. 2. Input resistance and reactance of a half-wave HDA placed above LHS versus normalized height
	sidered a thinner half-wave HDA with radii of   very close to two types of the LHS below it, i.e.: a dry ground (,, given in Fig. 3), and moist ground (,, given in Fig. 4). Both figures illustrate real and imaginary parts of the HDA input admittance. Comparison is done between three sets of results: 
	- The ones obtained using the methodology in this work;
	- The ones from [4], where the authors` approach considered numerical integration of the SIKs, solving the system of integral equations of Hallen`s type applying the PMM, and adopting the polynomial form of current distribution. It should also be mentioned that the polynomial degree was kept at , except for HDA heights , when the degree of polynomial approximation had to be higher, , in order to achieve satisfying accuracy;
	- And finally, the results of employed method of images taken form [6]. It is obvious from the graphics that the method of images behaves poorly for antenna heights . It should also be mentioned that those results correspond to six image pairs and the polynomial current approximation of the third order.
	Fig. 3. Input conductance and susceptance of a half-wave HDA placed above dry ground versus normalized height
	Fig. 4. Input conductance and susceptance of a half-wave HDA placed above moist ground versus normalized height
	IV. Conclusion
	Application of the proposed SIK models and described numerical procedure gives highly accurate results for admittance and impedance of horizontal dipole antennas for different values of the electrical parameters of the ground and antenna heights. Simplicity of the SIK models does not depend on the ground characteristics. This is a great advantage in regard to the referenced method of images, which, in order to achieve higher accuracy of calculations, uses larger number of images. It should also be emphasized that the accuracy of calculations is satisfactory even for low-placed antennas (lower than about ), which are out of the range of validity of the referenced method of images. 
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	Abstract – The influence of a semi-conducting hemispherical inhomogeneity on ground electrode placed inside of it, is analyzed. The applied procedure is based on a recently proposed approximate Green`s function for the point source inside a semi-conducting hemisphere. The results are compared with those obtained by other two different models based on application of the boundary elements method, i.e. the Green’s function for the point source inside a double-layered hemispherical inhomogeneity.
	Keywords – Green’s function, Ground inhomogeneity, Grounding systems, Impedance, Quasi-stationary EM field.
	I. Introduction
	There is an interest to research influence of the ground inhomogeneity modelled as a semi-conducting hemisphere on grounding system`s characteristics, since there are various types of ground inhomogeneities that can be approximately treated as hemispherical ones. Such inhomogeneities are pillar foundations, small lakes, swamps, or (in the boundary case when the hemisphere`s conductivity tends to infinity) bottoms of vertical conducting cylinders (containers) with hemispherical bases, and a lower one buried in the ground.
	Fig. 1. Vertical wire electrode inside semi-conducting hemisphere
	Analysis of these problems presented in [1-4], i.e. [5-6] (for a conducting hemisphere), is based on applying a recently proposed approximate expression for the Green’s function of the point source inside/outside a semi-conducting hemisphere [7], and the quasi-stationary image theory [8]. The applied procedure also includes application of the Method of Moments (MoM) [9]. Parameters of the grounding systems analyzed in [1-6] (geometries and electrical parameters of concrete and surrounding ground) are adopted from official publications [10-12], as well as from global sources like [13-15].
	Fig. 2. Vertical wire electrodes’ system inside a hemisphere
	In this paper, results for the resistance of a single wire electrode inside a semi-conducting hemisphere are compared with the available results of the same problem obtained in [16] and [17]. In [16], the Green`s function for the potential of the source inside a double-layered hemispherical inhomogeneity is obtained. The solution of the same problem in [17] includes an application of the boundary elements method. The problem of a system of four vertical wire electrodes inside a hemisphere, considered in [16], is also analysed in this paper using the approach that will be briefly described here, previously presented in [1]. Comparison of obtained results with the ones from [16] will be given in the section “Numerical results”.
	II. Theoretical background
	A. Description of problems
	A single vertical wire electrode of length  and cross-section radius a is placed inside a semi-conducting hemisphere having radius , which models a pillar foundation. Electrical parameters of the hemispherical domain are , whereas surrounding ground parameters are  (- specific conductivity, - permittivity), Fig. 1. The electrode is fed by a LF current .
	1Nenad N. Cvetković is with the University of Niš, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, P.O. Box 73, 18000 Niš, Serbia, E-mail: nenad.cvetkovic@elfak.ni.ac.rs
	A single electrode is actually a model of the wire armature cage formed of  parallel conductors of length , having a circular cross-section of radius , (upper part of Fig. 1), which is modelled as a vertical conductor of the same length  and circular cross-section of equivalent radius, , [2]. In cases of practical interest it is reasonable to assume that .
	The system of M vertical wire electrodes having lengths  and cross-section radii , , of the same potential U, placed inside a hemisphere, Fig. 2, is also analyzed in the paper, since comparable results of such problem are available in [16]. The results are obtained applying the described procedure, and assuming constant leakage currents.
	a)
	b)
	Fig. 3. Point source inside a hemisphere and part of discreet images for determining potential inside a) and outside b) inhomogenity
	B. Green’s function and electric scalar potential
	The procedure applied for determining of electric scalar-potential in the vicinity of the electrode from Fig. 1 includes using recently proposed Green’s functions for the point source inside/outside a hemispherical inhomogeneity [2]. Since the results for resistance of the electrode from Figs. 1-2 will be presented and analyzed in this paper, only the Green`s function for the point source inside a hemisphere will be given in the text that follows. The Green`s function for the case of a point source outside a hemisphere can be found in [2].
	Two indexes are used to label the potential , i.e. the Green's function , . The first one denotes the medium in which potential is determined, and the second one the medium where the point source is placed. For the assumed quasi-stationary regime complex conductivity can be approximately considered , , where  is angular frequency. Also,  and  denote the reflection and transmission coefficients, respectively, and based on the semi-conducting flat mirror image theory:
	, . (1)
	In the quasi-stationary regime it is justified to assume that , .
	For the source inside the hemisphere, approximate Green's functions it points outside the hemisphere, Fig. 3a, are
	 (2a)
	and at points inside the hemisphere, Fig. 3b,
	 (2b)
	In the previous equations,  is the field vector of the point source (point P’),  is the field vector defining points where the potential is determined (point P), and  - Kelvin's inversion factor. The rest of the parameters can be understood from Figs. 3a-b.
	Potential at points placed outside () and inside () inhomogenity can be determined using expressions
	, , (3)
	where  is total current that leaks from the point on the conductor’s surface defined by the field vector , and ,  are approximate Green`s functions of the point source inside a semi-conducting hemisphere for the potential outside (k=1), i.e. inside the hemisphere (k=s).
	Since the quasi-stationary regime is analyzed, the conductor’s surface will be assumed as equipotential. Now, it is possible to form a general form of the integral equation at NC points on the conductor’s surface defined by field vectors ,  (where NC depends on assumed leakage current distribution), 
	,  (4)
	Generally, for the purpose of obtaining the grounding resistance, the current distribution in the grounding network is not critical for the calculation of an accurate resistance value [16]. Since only the results for resistance are compared, leakage current distribution will be assumed as constant, i.e. , and . Now, applying the MoM method [9], Eq. (4) gets the form of a linear equation 
	, (5)
	where  defines the point in the middle of the vertical wire conductor. After solving Eq. (5), it is possible to determine the impedance of the vertical electrode from Fig. 1 as
	. (6)
	The results for resistance of the observed single electrode are compared with the ones from [16] and [17].
	When a system of M vertical wire electrodes of the same potential U placed inside the hemisphere is observed, Fig. 3 [1, 16] and taking in consideration assumption that leakage currents are constant, Eq. (5) gets the form of linear equations system
	. (7)   (1)
	In (7), with ,  are labeled field vectors which define points at the middle of the vertical wire conductors, and ,  are unknown total leakage currents from the conductors. After obtaining currents ,  from (7), the impedance of the electrodes’ system from Fig. 3 can be determined as
	. (8)
	The results for the system of wire conductors inside a hemisphere obtained using the described procedure, are compared to the ones from [16]. 
	III. Numerical Results
	The resistance of the electrode from Fig. 1 for parameter values: , , , , , is determined in [17] using the procedure that considers application of the boundary elements method. This result is compared with that one obtained using the procedure described in this paper, and it is shown in Table I. It can be noticed that the obtained results are very similar.
	The problem of wire electrodes inside a hemisphere has also been analyzed in [16]. The approach used in that paper is based on applying the Green`s function for the potential of the source inside a double-layered hemispherical inhomogeneity.
	TABLE I
	The resistance of the electrode from Fig. 1
	Re{Zg}
	Eq. (6)
	Ref. [17]
	41.15 
	40.2 
	a)
	b)
	Fig. 4. a) The graph adopted from [16]; b) The graph obtained for same parameter values applying procedure described in the paper
	The problem analyzed in this paper is a special case of the problem solved in [16]. The resistances of a single wire electrode of length  and  from Fig. 1 are obtained. The value used for the wire cross-section radius is .
	Also, the resistance of the electrodes system formed of  vertical rods of length and cross-section radius , , , is determined. The ends of the vertically placed rods (Fig. 2) are equally positioned at the points on the circle of the radius , having the centre in the origin of the coordinate system. For all analysed cases: , and .
	Fig. 4a is actually directly adopted Fig. 8 from [16] where resistance of the single wire electrode from Fig. 1 (-"case (a) ", -"case (b) ") and previously described systems of four rods ("case (c) ") are presented. The graphic with the results of the same problems obtained applying the approach described in this paper is shown in Fig. 4b. It is organized in the same way as the graph from [16] in order to provide more obvious comparison between them. The results are given versus reflection coefficient  ( in Fig. 4a). Very good accordance of the results is obvious.
	IV. Conclusions
	Wire electrodes’ systems inside a hemispherical ground inhomogeneity are analyzed in this paper. This way shaped inhomogeneity can be used as an approximation of various inhomogeneity types present in practice. The applied procedure is based on a recently proposed approximate Green`s function for the point source inside a semi-conducting hemisphere in the quasi-stationary regime. The results are compared to the ones obtained applying other two approaches, i.e. the one  based on the Green`s function for the potential of the source inside a double-layered hemispherical inhomogeneity [16], and the other one that considers the boundary elements method application [17]. The accordance of the results obtained using all three methods is satisfyingly high.
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	An Efficient Sommerfeld’s Integral Approximation for Calculating Electric Field of Vertical Currents 
	Vesna Javor
	Abstract – An efficient Sommerfeld’s integral approximation is used for calculating electric field in frequency domain based on modelling of a lightning channel by a vertical monopole antenna. Results for Sommerfeld’s integral kernel are compared to results from literature. Vertical and horizontal electric field components are calculated for a vertical current modelling lightning discharge channel at a lossy ground of different electrical parameters.   
	Keywords – Lightning electromagnetic field, Lossy ground, Sommerfeld’s integral, Vertical monopole antenna, Frequency domain.
	I. Introduction
	If a lightning channel without branching is modelled by a thin wire antenna at a perfectly conducting ground, there exist only vertical electric field and azimuthal magnetic field components at the ground surface where boundary conditions are fulfilled. Horizontal electric field is nonzero above the perfectly conducting ground. In the case of a lossy ground horizontal electric field exists above, but also under and at the ground surface. Finite ground conductivity does not influence a lot on lightning vertical electric and azimuthal magnetic field at distances greater than kilometres from the channel base. At smaller distances, propagation above a lossy ground results in noticeable attenuation of both electric and magnetic field components of high frequencies, and thus in appearance of the horizontal electric field at a ground surface. Lightning electric field computation requires rigorous calculations of Sommerfeld’s integral [1] or acceptable approximations.
	Approximate formulas in frequency domain are often used for horizontal electric field in the air up to a height of tens of metres above the ground. There are simple approximations in frequency domain as assumption of a perfectly conducting ground, “wavetilt”, Rubinstein’s [2], Cooray’s formula [3] etc. Wait made generalization of Cooray-Rubinstein's formula and exact evaluation of the horizontal electric field in [4] showing under which circumstances this general expression reduces to Cooray-Rubinstein's. Cooray and Lindquist included effects of the finite conductivity, obtaining results for electric field that agree with experiments using the attenuation function in time domain proposed earlier by Wait. 
	Method of images gives an approximate solution to Sommerfeld’s integral. Complex image technique usually uses one or more terms of the exponential series to approximate plane wave reflection coefficient [5-9]. Thus, multiple discrete and/or continuous image sources are introduced, and this tech-
	Vesna Javor is with the University of Nis, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, P. O. Box 73, 18000 Nis, Serbia, E-mail: vesna.javor@elfak.ni.ac.rs
	nique is also proved not to be limited to a quasi-static range alone. Using this technique Shubair and Chow [10], Yang and Zhou [11], Popovic [12] and Petrovic [13-14] obtained results for Sommerfeld’s integral kernel for vertical dipoles above a lossy half-space which are used for the comparison with the approximation in this paper. 
	Terms for formulas in time domain are very complex, so the approach using frequency domain and Fourier transform is more suitable for calculating lightning electromagnetic field (LEMF) in time domain [15]. Approximate formulas are often valid for a limited range of ground electrical parameters, field point distances, or heights of dipoles above ground. Two-image approximation (TIA) of Sommerfeld’s integral kernel, proposed in papers [16]-[19], has the advantage of being valid for a wide range of lossy ground electrical parameters, for various heights of vertical electric dipoles above the ground, for calculating electric field in the near and far zone of the antenna. 
	LEMF can be calculated using thin wire antenna modelling of a lightning channel assumed as vertical, without branches and reflections from the end. If using electromagnetic model, boundary conditions are fulfilled at the wire antenna surface, and a voltage or current source is assumed in the channel-base. Unknown current distribution along the antenna is determined by solving a system of integro-differential equations, e.g. System of integral equations of two potentials (SIE-TP) [20] in this paper. The current distribution is approximated by polynomials [21] with unknown complex coefficients, determined by using Method of Moments (MoM) [22] i.e. matching in a sufficient number of points along the antenna.  
	II. Model of a Lihtning Stroke 
	at a Lossy Ground
	A. Vertical monopole antenna modelling a lightning channel
	A lightning discharge channel is modelled by a vertical thin wire antenna of height h and radius a situated at a lossy ground treated as homogeneous, linear and isotropic half-space of the following electrical parameters: 1 - the specific conductivity, 1=0r1 - the electric permittivity, and 1=0 - the magnetic permeability The antenna is divided into N segments of length lk<<0 and radius ak<<0, for k=1,2,…,N, so that h=l1+l2+…+lN. 0 is the wavelength in the air corresponding to the frequency f of a voltage -generator u(t)=U(t). Other parameters of two half-spaces are the complex conductivity i=i+ji, complex propagation constant i=(jii)1/2, for i=0 denoting air and i=1 ground of relative complex permittivity r1=r1-ji1=r1-j6010 and ground to the air refraction index  n10=1/0=(r1)1/2. 
	B. System of integral equations of two potentials (SIE-TP)
	Hertz vector and electric scalar potential are the two potentials in SIE-TP which is of EFIE (Electric Field Integral Equation) type. After solving the system by Point Matching Method, electric field is determined based on the obtained current along the antenna and the expression
	                      (1)
	Further dash notation of complex variables is excluded throughout this paper. Polynomial approximation is used to represent the current distribution along k-th segment with axis sk’, so that
	                      (2)
	where nk is the polynomial degree and Bmk are unknown complex coefficients to be determined from the system of equations. By satisfying boundary condition for the tangential component of electric field, SIE-TP is obtained as:
	   (3)
	   (4)
	In (3) and (4),  represents the scalar potential at the antenna surface,  Hertz vector tangential component,  the impedance per unit length, sn the matching point and s the local coordinate along the n-th conductor, so that .  and  are potentials in the upper half-space to be calculated from:
	, (5)
	, (6)
	for  the standard potential kernel and  the Sommerfeld’s integral kernel defined as 
	                      (7)
	 is the reflection coefficient in the spectral domain, with the variable <, defined as
	                      (8)
	for   and  
	 is the spectral form of the standard potential kernel 
	,                      (9)
	                      (10)
	where  is the distance from the field point M (,, z) to the first image of the k-th antenna segment for  and  the Bessel function of the first kind and order zero.
	III. Two-image Approximation 
	of Sommerfeld’s Integral
	Sommerfeld's integral kernel results are compared to the results from literature [10-13] for different values of lossy ground electrical parameters (Figs. 1-3) and various heights of vertical dipoles above the ground (Figs. 4 and 5). TIA gives satisfactory results with just two discrete images, both at real distances from the source. For the spectral reflection coefficient (7) the following approximation is used 
	                      (11)
	where A and B are unknown complex coefficients, d0 is the distance from the source to the second image, and u0c is the characteristic value chosen so that  u0c = 0 as in [20], but this is a different approximation although derived in a similar way. Unknown constants in (11) are determined from equations obtained by matching the value of  in two points ( and u0=0), and its first derivative at the point u0=0. This results in ,  and , with  and  the quasi-stationary reflection coefficients:
	,                      (12)
	.                      (13)
	Instead of a complex value of the second image distance, the value is selected as , based on numerical experiments.
	Thus, for the Sommerfeld’s integral kernel (7) is obtained:
	   (14)
	for  the distance from the second image to the field point, and for .
	Fig. 1.  Modulus of the normalized Sommerfeld integral kernel as a function of 0 for r1=2 and 1=0.00033 S/m
	Fig. 2.  Modulus of the normalized Sommerfeld integral kernel as a function of 0 for r1=10 and 1=0.00167 S/m
	Fig. 3.  Modulus of the normalized Sommerfeld integral kernel as a function of 0 for r1=16 and 1=0
	Fig. 4.  Modulus of the normalized Sommerfeld integral kernel as a function of 0 for r1=2 and 1=10-6 S/m
	Fig. 5.  Modulus of the normalized Sommerfeld integral kernel as a function of 0 for r1=2 and 1=0.00033 S/m
	IV. Electric Field of the Vertical 
	Monopole Antenna at a Lossy Ground
	Results for vertical electric field as a function of normalized radial distance 0 for the antenna h/0=0.25, a/0=0.0005 at the ground of specific conductivity 1=0.01S/m, and for different values of electric permittivity r1 as parameter, are presented in Fig. 6, and for radial electric field in Fig. 7. Results for vertical electric field at the ground of permittivity r1=10, for different values of 1 as parameter, are presented in Fig. 8, and for radial electric field in Fig. 9. The influence of ground parameters on radial electric field is greater than on vertical electric field. Computation is done for f=3MHz, but antenna parameters and results are normalized to 0=c/f and 0=2/0.  
	Fig. 6.  Vertical electric field as a function of normalized radial distance 0 for different r1 and 1=0.01 S/m
	Fig. 7.  Radial electric field as a function of normalized radial distance 0 for different r1 and 1=0.01 S/m
	Fig. 8.  Vertical electric field as a function of normalized radial distance 0 for r1=10 and different 1 
	Fig. 9.  Radial electric field as a function of normalized radial distance 0 for r1=10 and different 1
	The same procedure is used for all the frequencies of interest, i.e. in the range chosen for the Fourier transform application which is usually up to tens of MHz for solving lightning problems. 
	V. Conclusion
	In this paper electric field at the lossy ground surface points is determined in frequency domain in order to perform Fourier transform in the computation of LEMF for modelling lightning channel with a thin wire vertical monopole antenna. Sommerfeld’s integral is calculated efficiently using Two-image approximation and the results show good agreement with the results from literature for various ground electrical parameters and vertical dipole distances from the ground, in the near and far field. Based on the results it can be concluded that the influence of electrical parameters is greater on horizontal than on vertical electric field, and greater of specific conductivity than of the ground electrical permittivity. 
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	Implementation of Different Behaviours of DS-CDMA Systems with Multiuser Detectors
	Ioana M. Marcu1, Simona V. Halunga2, Octavian Fratu3
	Abstract – In this paper we present a comparative analysis of conventional & MMSE multiuser detectors performances in CDMA systems. At base station end the main reason that affects performances is multiple access interference. It can be caused by non-perfectly orthogonal spreading codes used to differentiate the users or by (im)perfect power conditions. The evaluation criterion for performances is BER versus SNR.   Based on the obtained results several important conclusions for the usage of these detectors can be withdrawn.
	Keywords – Multiuser, detection, performances, comparison.
	I. Introduction
	Multiuser detection (also known as joint detection) is one of the receiver design technology for detecting desired signal(s) from interference and noise. 
	The “near-far” problem, where a near-by or strong signal source may block the signal reception of far-away or weak user(s) is more serious in CDMA-liked wireless multi-user communication systems. Multiuser detection techniques can help the receiver solve this problem [1]. To able to support multiple users, the multicarrier transmission technique can be combined with a CDMA scheme [2]. In DS-CDMA each user has its own signature code. The selection of a good code is important because auto-correlation properties and length of the code sets bound on the capacity of the system [3].  
	In digital communication systems channel coding techniques are used to protect the information against noise and multiple access interference (MAI). Turbo code is known to have the most powerful error correcting capability up to now [4].  The performances of a turbo code may be affected more by different parameters of the component codes, block size, interleaver design and weight spectrum [5]. The effect of turbo encoding on other multiuser detection schemes (optimal, MMSE, adaptive MMSE, etc) is still under study [6].
	Our paper aims to illustrate the main differences in performances terms between conventional and MMSE multiuser detectors.  In order to obtain the CMDA system our scenario implies the usage of orthogonal/ non-orthogonal spreading sequences. Spreading codes have a great influence on the mutual interference power and their selection reflects on the global performances of systems [7]. Two coding/decoding techniques are used: convolutional and turbo 
	1Ioana M. Marcu is with the Faculty of ETTI, Politehnica University of Bucharest, Iuliu Maniu Blvd. 1-3, Bucharest, Romania,E-mail: imarcu@radio.pub.ro
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	technique. Another conclusive parameter for multiple access systems is power of the signals. This paper aims to outline the importance of multiuser detection algorithms in conjunction with turbo-encoding technique in presence of AWGN in order to reduce the effects of different level of signal amplitudes on the system performances [8].
	II. Systems Parameters
	A. CDMA System
	For simulations we have considered a system with 4 users. In a CDMA system users are differentiated trough spreading sequences. Since correlation between user’s signals plays a crucial role in achieving good performances two types of normalized spreading sequences are used orthogonal sequences:
	           (1)
	and non-orthogonal sequences:
	             (2)
	The corresponding cross-correlation matrix is for orthogonal spreading sequences in Eq. (1)
	   (3)
	and for non-orthogonal spreading sequences in Eq. (2):
	     (4)
	B. Multiuser Detectors
	I. Conventional Detector
	This type of detector comprises a bank of matched filters, each matched for each user’s signal. This way each signal is demodulated independently from other signals.  Since the conventional matched filter detector is designed for the case of orthogonal spreading waveforms, it does not take MAI into account. When taken in consideration MAI is treated as a noise term [9]. Therefore in a system with k users the estimated bit consists of the sign of received signal:
	 (5)
	where yk = output of each k matched filter; Ak = each k signal’s amplitude; nk = AWGN noise.
	In our simulations we have considered the cases of perfect balance signals (equal powers) and imperfect balanced signals (non-equal amplitudes) for both detectors. The vector of amplitudes is:
	 (V)    (6)
	 (V)    (7)
	II. MMSE Detector
	MMSE detector uses a mathematical transformation to minimize the mean square between bk and the k output of matched filters. This is incorporated in the solution given for the estimated bits:
	 (8)
	This way this detector leads to more truthful results since it takes noise into account. But the main advantage of the MMSE detector is the ease with which it can be implemented adaptively [10].
	III. Simulation Results
	I. CDMA multiuser system: ideal conditions
	The amplitudes of signals are given in (6) and the correlation coefficients are shown in (3).
	Fig. 1. BER vs. SNR for conventional detector
	Fig. 2. BER vs. SNR for MMSE detector
	From Fig. 1and Fig. 2 it can be noticed: 
	 Performances achieved for all 4 users are identical when the system operates in perfect condition. Unlike MMSE multiuser detector with conventional detector there can be achieved higher BER values regardless the coding/decoding technique used. In Fig. 1 it can be observed that BER=-20dB can be obtained for conventional detector for SNR=2.5dB and from Fig.2 for MMSE detector at SNR=4dB. 
	 Even when using turbo technique MMSE multiuser detectors illustrates poor performances compared to the performances achieved with conventional detector. The minimum value for BER (-30dB) can be observed from Fig. 1 for SNR= 1.75dB and from Fig. 2 for SNR= 2.2 dB. For both types of detectors convolutional techniques leads to weak performances unlike turbo technique regardless the type of multiuser detector. As shown above the usages of the turbo technique requires addition of efficient averaging algorithms, as well as performance of increased number of iterations for this technique to be actually used at its real potential.   
	To observe the effect of correlation between user’s signals and the influence of signals with different amplitudes, next analysis implies usage of non-orthogonal spreading sequences.
	II. CDMA multiuser system: influence of correlation degree
	In this case we have used non-orthogonal spreading sequences from (2) and the corresponding correlation matrix in (4). The vector of amplitudes is given in (6). The results are given in Fig. 3 and Fig. 4 in terms of BER versus SNR values.
	Fig. 3. BER vs. SNR for conventional detector
	Fig. 4. BER vs. SNR for MMSE detector 
	 Unlike previous case the selection of non-orthogonal sequences affects widely the performances of CMDA multiuser detection systems. From Fig. 3 and 4 it can be noticed that usage of no coding/decoding technique leads to poor performances of the system. In case of conventional detector it is difficult to conclude if performances are improved for SNR varying between 0dB and 4dB. 
	 When conventional detector is used, the strongly correlated signals illustrate worse performances of the systems. For a correlation coefficient equal to 0.25 (close to ideal case) BER curve decreases faster to -30dB for SNR=3.5dB (Fig.3). The same value for BER is achieved in case of MMSE detection system (Fig.4) for a smaller SNR value but the advantage is that all 4 users show the same performances of the system. This means the influence of correlation between signals is attenuated by this type of detector.
	 The only coding/decoding technique that manages to compensate at a certain degree this disadvantage of correlation between signals is turbo technique. This remark applies to both multiuser detection systems even though it is more obvious in case of MMSE detection system. Even though convolutional or turbo coding/decoding techniques are applied, the performances are improved in case of MMSE multiuser system. Still there is a slightly noticeable difference between these both techniques, difference translated in a gain of 3dB for BER when turbo technique is involved.  
	 In order to support the utility of turbo technique it is important to mention that BER= -30 dB can be achieved with MMSE detection system for SNR value equal to 1.75 dB and in case of conventional detector for SNR= 3 dB.
	Table II highlights the differences between both multiuser systems for the strongly correlated signals and in presence of the most efficient coding/decoding technique.
	Further it is challenging to observe the behaviour of these systems when the received amplitudes of the signals are not equal.
	III. CDMA multiuser system: imperfect balanced signals
	The users have signals with different powers and the vector of amplitudes is given in (7). The orthogonal spreading sequences are illustrated in (1) and the corresponding    correlation matrix in (3). 
	Based on Fig. 5 and Fig. 6 The following observations can be made:
	Fig. 5. BER vs. SNR for conventional detector
	Fig. 6. BER vs. SNR for MMSE detector
	 The conventional multiuser system cannot achieve good BER values meaning that the performances of such system are strongly influenced by the powers of the signals. 
	 The “near-far” effect is not compensated by conventional detector unless turbo technique is used. Even then these values of BER are affected by the number of iteration turbo decoder performs, as well as methods of interpolation and averaging data processes. 
	 By contrast with conventional detection system in Fig. 5, MMSE detection system (Fig.6) corrects the disadvantage of different powers of the user’s signals. This way the system can be identify with a one-user system that may obtain BER=-30dB for SNR=1.5dB which represent a very good performance.  
	 It can be noticed when SNR=0dB (signal’s level equal to noise level) both detection systems lead to different BER values, values depending on the powers of the signals. Therefore the best results can be achieved for users with the highest powers of the signals. 
	IV. Conclusions
	In this paper a comparison between behaviours of conventional and MMSE detectors are analyzed in presence of imperfect balanced signals and in terms of correlation between users’ signals. 
	When signals are not perfectly orthogonal MMSE multiuser detector eliminates this disadvantage and the performances of all 4 users of the system are the same and BER values are very good (the curve of BER decreases faster as SNR values increase). Instead the performances of conventional detector are good for strongly correlated users and very poor for the weakly correlated signals. 
	If the user’ signals don’t have equal amplitudes the behaviour of both detectors differ. While in conventional detector case very good performances can be achieved for the signals with higher power, for MMSE detector the effect of imperfect balanced amplitudes is compensated and this way the performances of all 4 users’ system lead to BER=-30dB for SNR around 1.5dB.
	As conclusion both disadvantages of un-equal amplitude signals and correlated signals are reduced at base station level by using MMSE multiuser detectors types. Conventional detectors can still be used when perfect transmission/reception conditions are involved, for signals with high power or in the case of strongly correlated signals of the users.
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	Performances of LMS/NLMS Algorithms for CDMA RAKE Receivers
	Razvan Craciunescu1, Simona Halunga1, Octavian Fratu1
	Abstract – This paper presents an innovative technique that identifies the most significant paths of the multipath channels based on the Last Mean Square (LMS) and Normalized Least Mean Squares (NLMS) algorithms applied to RAKE receiver. Simulations have been carried out for a DS-CDMA signal with QPSK modulation, and the performances have been evaluated in terms of the number of taps detected as a function of number of samples processed for different values of the noise variance and different threshold values.
	Keywords – LMS and NLMS algorithms, RAKE receiver, DS-CDMA, performance evaluation.
	I. Introduction
	The mobile radio channel is characterized, particularly in the urban areas or in indoor environment, by the multipath propagation phenomenon, leading to the occurrence of fading and to inter-symbol interferences (ISI) [1,2]. In order to reduce the undesired effects of multipath propagation, the RAKE receiver is used, particularly in CDMA systems, to combine the time-delayed versions of the original signal, which are caused by multipath propagation [2,3,4]. However, the number of multipath signals is generally not known at the receiver and it may vary with the position of the mobile station, leading thus to a receiver implemented with an excessive or an insufficient number of fingers. The number of fingers mismatch may lead to demodulation errors or to sub-optimally performances [3]. In order to limit such errors, in this paper are used two adaptive algorithms, LMS and NLMS [5,6,7] to calculate the number of fingers used by the RAKE receiver. In addition, a detection algorithm [8,9,10,11] that collects the most significant paths of the communication channel by applying a threshold is implemented. This algorithm can be extended to a variable number of important taps in case of a digital RAKE receiver. In the final part simulation results are presented and several conclusions are highlighted. 
	II. The Rake Receiver
	A. Multipath Channel Model
	In the radio medium, the transmitted signal is received either by a non-obstructed, direct path or by a multitude of time-delayed versions of the original signal. 
	1R. Craciunescu, S. Halunga, and O. Fratu are with the Telecommunications Dept., Electronics, Telecommunications and Information Technology Fac. University “Politehnica” of Bucharest, Bucharest, Romania, e-mail: {shalunga,ofratu}@elcom.pub.ro.
	Therefore, in dense urban areas we can approximate the channel model with the channel model indicated in Fig. 1. Each of the M-paths has an independent delay, τ, and an independent complex time-variant gain, G [4].
	Fig. 1..  Multipath Channel Model
	B. M-finger RAKE Receiver
	Considering the channel model indicated in the previous paragraph, the RAKE receiver was implemented with a certain number of fingers, used to correlate the signals received on different paths and with different delays. The role of the receiver is to combine such multipath signals to obtain a single output signal. The fundamental idea behind the RAKE receiver is indicated in Fig. 2 [4], where M decision statistics are weighted to form an overall decision statistic.
	Fig. 2. Basic principle of a M-Branch RAKE receiver
	The correlators outputs are denoted as Z1, Z2 ,…, and ZM. They are weighted by α1, α2 ,…, and αM . The weighting coefficients are determined based on the power or SNR (Signal-to Noise Ratio) from each correlator output. If the power or SNR is small at the output of particular correlator, it will be assigned a small weighting factor, α. If maximal-ratio combining is used, the Z’ can be written as [1, 2, 4],
	                                    (1)
	The weighting coefficients, {αm}, are normalized to the output signal power, such that 
	                                   (2)
	A proper selection of the weighting coefficient will lead to good performances of the RAKE receiver [2, 3, 4].
	III. Adaptive Filters: the LMS and NLMS algorithms 
	Adaptive systems are characterized by the fact that they can modify their internal parameters in order to reduce certain unwanted effects such as noise, interfaces or echoes. The adaptation process consists of the change of the filter coefficients according to the evolution of the input signal [5].
	 A.  LMS and NLMS algorithm formulation
	In the steepest descent method accurate measurements of the gradient vector are not possible without prior knowledge of both correlation matrix R and inter-correlation vector r [6]
	                       (3)
	where w(n) is the weight update for the steepest descent algorithm. The LMS algorithm simplifies such calculations by using the instantaneous values of covariance matrices r and R instead of their actual values [6]. Hence, the weight update is given by 
	   (4)
	where µ is the step-size parameter and controls the convergence characteristics of the LMS algorithm. The use of a constant step-size may decrease the efficiency of the algorithm. Thus, for an input signal that has powerful correlation (e.g. voice signal), it is necessary to use a small step, and for an uncorrelated signal (e.g. white noise), it is necessary to use the largest possible step, that follows the stability condition. It may be stated that the selection of µ depends on the characteristics of the signal on the filter input. In order to eliminate this dependence, the NLMS algorithm has been developed. The weight update can be given by 
	        (5)
	where η is the normalized step-size and δ is a very small number introduced to prevent division by zero if xH(n)x(n) is very small.
	B.  Algorithm implementation 
	The system implemented in this paper shows the estimation of an unknown channel with the aid of the LMS and NLSM adaptive filters. Both the unknown channel and the adaptive models are excited with a pilot sequence, t(k). The output of the adaptive filter out_fir(k) is compared to the unknown output of the channel out_ch(k), thus obtaining the error signal, e(k). The error signal is then inputted into the LMS/NLMS algorithm block, which will correct the amplitude of each individual tap of the filter. This process is repeated throughout several iterations until the error signal becomes low enough. Ideally, the error signal should be equal to the noise [6]. The LMS/NLMS algorithm updates the tap using 
	             (6)
	      (7)
	where T(k) is the training sequence vector obtain as follows T(k)=[t(k) , t(k-1) ,…, t(k-n+1)]T.
	C.   The Detection Algorithm
	The adaptive algorithms that are used estimate the channel impulse response with a good accuracy. However, such estimation is also carried out for weak and negligible taps, which would lead to a higher complexity of calculations, as well as to poor performances in terms of convergence rate. Hence, an algorithm is proposed for the exclusive detection of representative taps. The algorithm uses a “least square” cost function to detect representative taps and to estimate such active taps [8].
	This detection algorithm requires an activity measure and an activity threshold, which are structurally consistent for white input signals [8]. The activity measure, XN is given by
	                      (8)
	where j is the active tap index and N is the current sample interval. The activity threshold is determined by the threshold factor given by [8]
	                   (9) 
	 where σy2 is the variance of y(k). It is expected that an increase of the detection threshold will reduce the number of “important” detected taps. The “important” tap criterion is [8],
	                                     (10) 
	IV. Performance Analysis
	The detection algorithm RAKE receiver, presented in this paper, is tested and the simulation results are compared with the three correlators RAKE receiver model. Simulations were carried out choosing a spreading factor of 32, with a QPSK modulation, over a randomized multipath channel. The step-size for the LMS algorithm is 0.0025, the normalized step-size for NLMS is 0.000008 and δ=0.001. The channel is estimated at the receiver with the LMS/NLMS algorithm and with a large training sequence. 
	We are focusing our interest to the ability of our RAKE receiver model to detect and select the important paths of the multipath channel, as well as the improvement brought by this algorithm in SNR. 
	In Figs. 3 and 4 we represented the number of taps detected by the algorithm implemented with the LMS version, as function of the number of samples for different r.m.s. values of noise. We can observe that the number of taps detected increase with the number of samples. The maximum number of taps detected is 18 for noise r.m.s.=2 V, but is decreasing to 14 when the noise r.m.s increase four times. Furthermore, as noise power increases, after the demodulation, simulation results show that the three correlators RAKE model has a BER between 0 and 10-1. 
	As noticed in Figs.5 and 6, the number of taps detected by the algorithm implemented with the NLMS version, for both values of the r.m.s. noise are identical to those in the LMS version. Therefore, the two versions approximate the coefficients of the communication channel in the same manner. Therefore, the same number of taps is detected, by the detection algorithm, in both cases. 
	Figs. 7 and 8 shows the number of taps detected by our algorithms as function of the number of samples used for noise r.m.s.=4V and different values of the threshold factor. It can be easily observed that as the threshold factor increased from a value of 2 to a value of 7 the number of taps detected decreased only with 4 (from 16 to 12). 
	Fig. 3. Number of taps detected at noise r.m.s = 2 V(LMS)
	Fig. 4. Number of taps detected at noise r.m.s = 8 V(LMS)
	Fig. 5. Number of taps detected at noise r.m.s = 2 V(NLMS)
	Fig. 6. Number of taps detected at noise r.m.s = 8 V(NLMS)
	Fig. 7.Number of taps detected at threshold factor = 2(LMS)
	Fig. 8.Number of taps detected at threshold factor = 7(LMS)
	Fig. 9.Number of taps detected at threshold factor = 2(NLMS)
	Fig. 10. Number of taps detected at threshold factor = 7(NLMS)
	Extended simulations have been performed to determine the optimal number of correlators for the RAKE receiver such that its performances should be as close as possible to the ideal RAKE receiver. Based on the simulation results, we concluded that a good value for the number of correlators is 7, since the differences in performances between this model and the ideal RAKE are below 1dB. An increase of the number of taps above this value does not bring important improvement in the results. Moreover, the threshold factor is not a critical parameter for the developed algorithm. In terms of SNR between the two implemented versions, the differences are relatively low, with a slight advantage for NLMS. Therefore, for a large number of iterations, the two algorithms obtain extremely similar performances, with differences of maximum 0.5dB. 
	Figs. 11 and 12 shows the normalized error between the estimated and the real channel impulse response for the RAKE receiver that use the developed detection algorithm and for the 3 tape RAKE receiver for noise r.m.s. 4 V and 10 V respectively. Fig. 11 shows that during the process of estimating the channel impulse response the RAKE receiver with the detection algorithm implemented is more stabile and achieves stability faster than the RAKE receiver with three correlators. This result is important because it can reduce the computation cost by lowering the length of the training sequence. By comparison, Fig. 8 shows that if the noise power increases the stability of the detection algorithm RAKE model is seriously damaged. Although the stability of the 3 correlators RAKE model is better than the stability of the other model, the error level is higher. In case of a high noise power seems that the length of the training sequence, used in order to estimate the channel impulse response, must be as large as possible.
	Fig.11. Channel impulse response estimated error for noise r.m.s=4V
	Fig.12. Channel impulse response estimated error for noise r.m.s=4V
	V. Conclusions 
	In this paper we compared the performance of DS-CDMA systems with two models of RAKE receivers, namely the one with 3 correlators and one with the detection algorithm implemented. Both models used the LMS/NLMS algorithm in order to estimate the channel impulse response at the receiver, using a training sequence transmitted over the pilot channel. It was noticed that for a high number of iterations, the two algorithms, LMS and NLMS, have the same performances, with an advantage for the NLMS algorithm. As shown, the detection algorithm RAKE receiver obtained a better SNR performance than the 3 correlators RAKE model, and a SNR close to the ideal RAKE receiver with low computation costs. The most important degradation factor is the noise in the communication channel, but it seems that the RAKE receiver model, discussed in Section III, minimizes the errors produced by this factor. Overall the RAKE receiver with the detection algorithm implemented has better performance and good noise disturbance stability.
	Further researches will compare these two receiving configurations with the adaptive UWB MMSE RAKE receiver and other adaptive UWB Rake receivers [12, 13, 14].
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	Performances of HARQ Technique with UMTS
	Turbo Code in Nakagami Fading Channels
	Srđan S. Brkić1, Predrag N. Ivaniš2
	Abstract - In this paper, the performances of hybrid automatic repeat request (HARQ) technique are evaluated using Monte Carlo simulation process. The analysis is done for the case of Nakagami-m fading channel, when Universal Mobile Telecommunication System (UMTS) turbo code is used. HARQ procedure performance are determined for several values of distribution parameter m, in the case of independent and time correlated fading channel.
	Keywords - Automatic repeat request (ARQ), Hybrid automatic repeat request (HARQ), Monte Carlo simulation, UMTS Turbo code
	I.  Introduction
	Turbo codes represent a specific class of linear block codes, used for forward error correction (FEC). Their invention has led to enormous progress in the error control theory and enabled realization of transmission systems with performances close to the Shannon limit [1]. Turbo encoder refers to a parallel concatenation of convolutional encoders and interleaver blocks. It has been shown that the best turbo codes are composed of recursive systematic convolutional (RSC) codes and pseudo-random interleavers [2]. 
	The structure of the turbo encoder which has been applied in Universal Mobile Telecommunication System (UMTS) standard is presented in Fig. 1. The encoder has three output sequences: information sequence (c0), parity bits sequence produced by the first component RSC encoder (c1), parity bits sequence formed by coding permuted information sequence in second RSC encoder (c2). The UMTS interleaver formats the input sequence in a predefined matrix and than permutes matrix elements using pseudo-random algorithm defined in UMTS standard [3]. Reordered bits are afterward sent to interleaver output and coded in the second RSC encoder. 
	Turbo code decoding process consists of many identical stages and requires the existence of two independent component decoders. In every decoding iterations, decoders exchange messages with soft decisions information. It is common to apply maximum a posteriori probability (MAP) algorithm in component decoders, and then decoder’s output can be expressed by log-likelihood ratio (LLR) as
	1Srđan S. Brkić is with Faculty of Electrical Engineering, University of Belgrade, Bulevar Kralja Aleksandra 73, Belgrade, Serbia, E-mail: brka05@gmail.com
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	 Fig. 1. UMTS turbo encoder structure
	   (1)
	where Lsys is the contribution of the systematic bit at discrete time ik, Lext is the contribution of all other systematic bits except the one at time ik, and all parity bits of one encoder. Parameter Lin is the information available by the other MAP decoder that represents the contribution of all systematic bits except the one at time k and all parity bits of the other encoder. Parameter Lext, called extrinsic information, is forwarded to the other decoder, where is used as Lin, which leads to iterative cycles. Every iteration consists of two decoding stages, corresponding to individual MAP decoding processes [2].  
	Reliable transmission can also be achieved in other way, using ARQ procedures. This error control technique implies a packet communication and the insertion of small number of redundant bits in every packet, which helps to determine possible packet damage. Cyclic redundancy check (CRC) is usually used for this purpose, since it has good error detecting ability and low complexity level [5]. If receiver determines, using CRC check, that all bits are not transmitted correctly, the transmitter is informed by feedback channel to perform the retransmission of damaged packet [6]. 
	Hybrid ARQ procedures combine classic ARQ principle with a FEC code. In this realization the packet (with added CRC supplement) is coded using FEC code capable to correct error patterns that appear most frequently. If error pattern can not be corrected, retransmission is needed. HARQ technique has higher reliability then FEC system and can enable greater throughput then classic ARQ technique. 
	Fig. 2. Turbo ARQ encoder structure
	II. Turbo ARQ Procedure
	In this paper we apply a HARQ technique, presented in [7], where FEC subsystem uses UMTS turbo code. When turbo decoder can not correct all errors, the LLR values are stored to be used as a priori probabilities during the retransmission. When compared to turbo code principle, in turbo ARQ procedure realization it is necessary to implement a modification regarding the retransmission of damaged packets. The encoder structure, shown in Fig. 2, represents the modified version of classic turbo encoder. During the first transmission, the packet is coded using standard turbo encoder. If receiver indicates the need for retransmission, the transmitter of the packet permutes information message using a pseudo-random interleaver. Then, a new message is coded using identical encoder, but the HARQ pseudo-random interleaver is different from the one used within turbo encoder. During every additional retransmission a different pseudo-random pattern is used in the HARQ interleaver.
	HARQ decoder structure, presented in Fig. 3, is similar to classic turbo decoder. When error pattern that can not be corrected occurs, negative acknowledgment is sent and LLR values of each information bit are stored. When the replica of the packet is received, stored LLR values are used as a priori information during the decoding of the packet. During the first transmission, it is considered that a priori probabilities of information bits are P(ik=0) = P(ik=1)=0.5. Then, value of parameter Lin(ik) from eq. (1) is equal to 0. In the case of retransmission, the a priori probabilities of input symbols are not considered equal and Lin(ik) is set to L’(ik), value of LLR from previous transmission. Thus, new extrinsic information can be set to value Lext(ik) + L’(ik) and forwarded to the second component decoder. This can be done as a priori information was generated from previous transmission and it is uncorrelated with the extrinsic information generated by the decoders themselves. In a similar fashion, L’(ik) can be used in the next iterations of decoding algorithm. Thus, the output of MAP decoders can be rewritten as
	   (2)
	As the turbo code used in every transmission has the same coding rate, it can be concluded that the combining of the received packets lowers the original code rate. Thus, if turbo 
	Fig. 3. Turbo ARQ decoder structure
	code with rate 1/2 is used, after first retransmission the rate of equivalent code has lower value 1/4. Described packet combining algorithm is not the optimal one, but has a great advantage in terms of decoder complexity. All what is need to do further is to reserve memory location for LLR values and to realize the CRC subsystem.
	III. Simulation Analysis
	The performances of the system that applies turbo coding principle are commonly evaluated using simulation procedure. In this paper, using Monte Carlo simulation method, bit error rate (BER) performances are determined as function of energy per bit to noise power spectral density ratio (Eb/N0) [8]. It is assumed that channel fading is Nakagami-m distributed and at the input of the receiver AWGN exists [9,10]. 
	In order to determine the improvement obtained using ARQ procedure, we performed analysis of the system without use of the retransmission principle – standard turbo forward error correction system according to UMTS standard. For MAP decoding algorithm and block length 640 bits (formed from 637 information bits and 3 tail bits which are added to end trellis in all-zero state) we applied decoding procedure during 10 iterations. 
	The simulation results are presented in Fig. 4, for several values of Nakagami-m parameter. The Monte Carlo simulation results has shown that performances improving rapidly with the increase of fading parameter value m. For m = 1 (equivalent to Rayleigh fading case) the turbo code achieves BER of 10-5 for Eb/N0 = 2.97 dB . When  (corresponds to the channel with Gaussian noise only), for the same bit error level we required Eb/N0 = 1.26 dB. However, the coding gain is greater for small values of fading factor m. Comparing Fig with the BER results for uncoded BPSK system with Nakagami fading [9, Fig 14-3-2] we can observe that, for BER=10-5, the coding gain is greater then 40dB when m = 1 and about 7.5dB when . 
	On the other hand, for coding rate R=1/3 and AWGN channel, the Shannon limit has the value -0.5dB. Therefore, the system performances can be further improved using the error control code with the greater correction capability. 
	In the simulation of HARQ technique we assumed that for each received packet a negative or affirmative acknowledgment was sent to transmitter by feedback channel.  
	Fig. 4. The performances of UMTS turbo code with code rate R=1/3
	A small value of round trip time is chosen, that do not have much impact on system performance. A 16-bit CRC code with generator polynomial  was used to detect errors. CRC supplement was added to information sequence to form 640 bits long block which was coded by UMTS turbo encoder. To reduce a coding ratio, every particular codeword was introduced into puncturing block where some control bits were omitted. After puncturing, the coding rate of the newly obtained turbo code was 1/2. When turbo decoder did not correct all errors, information sequence was permuted before retransmission. Pseudo-random interleaver pattern was used, that is generated using following recursion
	(3)
	where N is the block length, and a and c are parameters, such that a – 1 is a multiple of all prime factors of N and c is relatively prime to N and a – 1 divisible by 4 if N is divisible by 4 [7]. Every time when a new interleaving pattern was required, different values of a and c were used. In the case when the information sequence had not been decoded correctly within three transmissions, the next packet was transmitted. In order to reduce delay, the number of transmission was limited. The corresponding performances of the HARQ system are presented in Fig. 5, for the different values of Nakagami fading parameter m. It is evident that the error level is significantly lower when compared to the case without retransmission, despite of the fact that FEC system uses stronger protection (turbo code with code rate R=1/3).
	The improvement is visible for all values of parameter m and it is especially expressed in region with low values of Eb/N0. For example, in the case of Rayleigh fading channel BER =2∙10-1 can be achieved for Eb/N0=0dB with the use of UMTS turbo code, while with the use of ARQ and packet combining algorithm value is significantly lower BER=2∙10-2. Furthermore, in the case of UMTS turbo code error level is approximately the same for all values of parameter m for Eb/N0=0. On the other hand, HARQ procedure further reduce BER when m increases. The gain is maximal for AWGN channel when HARQ has the lowest BER (≈ 6∙10-6). The 
	Fig. 5. The performances of HARQ, uncorrelated fading channel
	reason for HARQ technique superiority is effective packet combining algorithm which corresponds to the use of a lower rate code. But, as the Eb/N0 value increases, the retransmission gain decreases. BER curves that correspond to turbo FEC system have exponential dependence on Eb/N0, while HARQ performance curves show approximately linearly dependence. As Eb/N0 value increases retransmissions become infrequent and the impact on the system performance is reduced. In the case of Rayleigh fading channel (m=1), BER=10-5 is obtained for Eb/N0=1.57dB. In the case of AWGN channel,  Eb/N0 that is lower than 0 dB is required for the same BER level. 
	For analysis of HARQ procedure performances it is necessary to determine a value of another parameter – throughput. The throughput is defined as the ratio of the average number of bits accepted as error-free by the receiver to the total number of transmitted bits. The throughput values that are obtained by using the previously described HARQ techniques in independent Nakagami-m fading channel are shown in Fig. 6. It can be seen that at lower values of Eb/N0 HARQ procedure has low throughput for all values of parameter m. As channel conditions improve the throughput increases, but the increase depends on fading channel distribution parameter m. Thus, for Rayleigh fading channel the throughput is low even when Eb/N0 has high values. On the other hand, when  at Eb/N0=1.8dB the throughput is close to it’s maximal value limited by the code rate.
	A simulation analysis for the case of temporally correlated Nakagami-m fading channel is also performed [10]. The two values of maximal Doppler frequency are used (fd = 100 Hz and fd = 10 Hz). Simulation results are compared with the previously determined results for the case of uncorrelated channel (m=1, m=3). The numerical results are presented in Figs. 7-8. The fading correlation degrades BER performance, as it is shown in Fig. 7. For the case of Eb/N0=0dB and m=3 correlation increases BER value to 7∙10-4 (without correlation it is about 4∙10-5). It is expected that by increasing the Doppler shift a BER value reduces. Generally, the simulation has confirmed this conclusion and for m=3 and fd = 100 Hz has lower values. Similar effects can be observed for m = 1. 
	Fig. 6. The throughput of HARQ, uncorrelated fading channel
	Fig. 7. HARQ procedure performances, correlated fading channel
	Fig. 8. The throughput of HARQ, correlated fading channel
	The throughput analysis, presented in Fig. 8, reveals that the fading correlation caused the significant increase of the number of retransmission. The throughput differences are higher in the region of high Eb/N0 values. For the case of uncorrelated fading channel and parameter m=3, the throughput is equal 0.38 for Eb/N0=1.8dB, which is much higher than in the case of correlated fading channel. The throughput variations are marginal for the different levels of the temporal correlation, for the both values of m. 
	It is interesting to compare this method with other modern HRQ techniques. Thus, for example, in case of uncorrelated fading channel presented technique achieves a lower BER level compared to technique that uses a relay-switching, described in [11], but when Doppler frequency values are low the results are not optimal.
	IV. Conclusion
	In this paper, the performances of HARQ procedure based on UMTS turbo code have been analyzed. The numerical results are obtained using Monte Carlo simulation approach. As a contribution of this paper, we have obtained the bit error rate and throughput for Nakagami-m fading channel. It has been shown that the improvement of system performances, obtained using HARQ procedure, is higher when the fading parameter m has the greater values. In addition, it has been shown that the temporal correlation of the fading process fading increases the bit error rate. As the consequence, the number of retransmissions is significantly increased and the throughput decreases. 
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	BEP Comparison for Dual SC Systems Using Different Decision Algorithms in the Presence of Interference
	Aleksandra S. Panajotović, Nikola M. Sekulović, Mihajlo Č. Stefanović, 
	Dragan Lj. Drača 
	Abstract – Selection combining (SC) is one of the most efficient technique for mitigating deleterious effects of fading and cochannel interference in wireless communication systems. In this paper, bit error probability (BEP) performance of dual selection diversity system, which applies desired signal power algorithm, over correlated Rician fading channels in the presence of cochannel interference (CCI) is analyzed. Actually, the formula for the average BEP of considered diversity system is derived in the analytical form. Numerical results are presented to show the effects of various parameters such as the fading severity and level of correlation. Moreover, they are used to compare error performance of considered SC systems applying different decision algorithms.
	Keywords – Correlated fading, Cochannel interference, Rician fading, Rayleigh fading, SC diversity system.
	I. Introduction
	Space diversity reception, in which several signals received at different antennas (branches) are combined, is technique proposed to mitigate the effects of fading and cochannel interference in order to increase the system’s capacity and to improve the offered quality-of-service (QoS). The most popular diversity techniques are maximal-ratio combining (MRC), equal-gain combining (EGC) and selection combining (SC). The last one has the least implementation complexity since it processes only one of the diversity branches [1]. Traditionally, SC receiver chooses the branch with the highest signal-to-noise ratio (SNR), or equivalently, with the strongest signal assuming equal noise power among the branches. In interference-limited environment where the level of cochannel interference (CCI) is sufficiently high as compared with noise, SC receiver can employ one of decision power algorithms: the desired signal power algorithm, the total signal power algorithm and the signal-to-interference (SIR) power algorithm.
	There are few models used to describe the statistical behavior of the multipath fading envelopes depending on the nature of the radio propagation environment. The most frequently used distributions are Nakagami, Rayleigh, Rician and Weibull. The Rician distribution is often used to model propagation path consisting of one strong direct line-of-sight (LoS) component and many randomly reflected weaker signals.  Such  fading  environments are typically encountered 
	Authors are with the faculty of Electronic Engineering, University of Nis, Aleksandra Medvedeva 14, 18000 Nis, Serbia, E-mails: aleksandra.panajotovic@elfak.ni.ac.rs, nikola.sekulovic@elfak.rs, mihajlo.stefanovic@elfak.ni.ac.rs, and dragan.draca@elfak.ni.ac.rs
	in some microcellular system [2-3]. The Rician fading model has also been used to model the mobile satellite channel [1], [4].
	In many cellular land mobile systems, frequency reuse is necessary to increase system capacity. However, frequency reuse also causes cochannel interference (CCI) [5], [6]. The CCI results when signals from two or more channels operate at the same frequency from different locations interfere. Also, the CCI is subjected to fading and it is necessary to incorporate this effect in assessing the performance of the wireless system. In a microcell environment, an undesired signal from a distant cochanel cell may well be modeled by Rayleigh statistics, but the Rician distribution is often used to model desired signal. Therefore, different fading statistics are needed to characterize the desired signal and CCI in a microcellular system [2], [7], [8].
	The average bit error probability (BEP) is one of the most important first order performance metrics. It is one that is most revealing about the nature of the system behavour and the one most often illustrated in documents containing system perforomance evaluation.  In this paper, average BEP of dual SC diversity system operating over correlated Rician fading channels in the presence of Rayleigh CCI is derived for the case when system applies desired signal power algorithm. Numerical results show the influence of system and channel parameters on the system performance. Moreover, presented numerical results are compared with results from [9] in order to compare BEP performance of SC systems which apply different decision algorithms.
	II. System and channel model
	The desired signal envelopes on two diversity branches, r1 and r2, are assumed to follow the correlated Rician distribution, due to insufficient antennas distance, whose probability density function (PDF) is given by [10]
	 (1)
	where ( is the branch correlation coefficient and Ik (() is the modified Bessel function of the first kind and k-th order. Rice factor, K, and average desired signal power, (, are defined as ,.
	In wireless system with fading, an exact performance analysis is usually quiet complicated, and approximations are sometimes used to simplify the analysis. For example, the performance of combiner can be studied by considering the effect only of the strongest interference signal while assuming that the remaining interference signals are uncorrelated between diversity branches and can be combined and lumped with the noise [11]. As in [9], [12], [13], we consider the effect only of the strongest CCI and its envelope follows Rayleigh PDF expressed by
	, (2)
	where  is the average CCI power.
	The considered SC receiver uses the desired signal power decision algorithm. Actually, it selects the branch with the largest instantaneous desired signal power, i.e. . The instantaneous SIR at the output of such interference-limited SC system is given by .
	The PDF of desired signal envelope, at considered dual SC receiver output can be obtained as [1]
	. (3)
	Substituting (1) in (3), using infinity-series representation of Ik(() [14] and changing the order of summation and integration, integrals in (3) can be solved with use [15, Eq. (3.351 (1)] resulting in 
	 (4)
	where ((() is the Gamma function and .
	Let ( = r/a be signal-to-interference envelope ratio on the output of SC receiver. The PDF of this random variable can be obtained as
	. (5)
	Using [15, Eq. (3.323 (2)] p( (() can be expressed as
	(6)
	where S is the average input SIR defined as .
	III. Average bit error probability
	The average BEP at the output of the SC, , can be derived by averaging the conditional BEP, Pe, over PDF of the SC output signal-to-interference envelope ratio, i.e. 
	. (7)
	For binary noncoherent shift keying (NCFSK), conditional BEP is defined as
	. (8)
	Substituting  Eqs. (6) and (8) into Eq. (7), the average BEP is derived in the analytical form using [15, Eq. (3.383 (5))]
	 (9)
	where is the confluent hypergeometric function.
	IV. Numerical results
	In this section, using both the previous proposed mathematical analysis and analysis from our previous published paper [9], numerical results are presented to illustrate influence of system and channel parameters on error performance of dual SC systems operating over correlated Rician fading channels in the presence of Rayleigh CCI.  Fig. 1 depicts the average BEP of binary NCFSK system in function  of the average input SIR evaluated for different values of the Rice factor and branch correlation coefficient. Regardless of applied decesion algorithm, system performance improves with increase of both the Rice factor and distance between diversity antennas. SIR decision power algorithm requires more complicate receiver due to necessary of evaluation  SIR on both branches [16], [17], but system with that decision algorithm show better system performance than system using desired or total signal power algorithm even in considered environment. It is evident if we compare Fig. 1 (a) with Fig. 1 (b) [9]. Moreover, upgrade of error performance of system with decrease of fading severity and/or branch correlation is more noticable for SIR algorithm. 
	a)
	b)
	Fig.  1.  Average BEP of binary NCFSK system versus average input SIR for several values of Rice factor and correlation coefficient:
	a) desired signal power algorithm; b) SIR algorithm.
	The main problem in the infinite series expression of the average BEP is its convergence. The nested infinite sums in (9) converge for any values of branch correlation coefficient and Rice factor. As is shown in Table I, the number of terms that needs to be summed to achieve the desired accuracy strongly depends on branch correlation and fading severity.
	TABLE I 
	Number of terms needed to be summed in (9) to achieve three-significant-figure accuracy
	V. Conclusion
	In this paper, the performance of dual SC systems operating over correlated Rician fading channels in the presence of Rayleigh distributed CCI, had been studied. Firstly, we derived infinite-series representation of the PDF of SIR at the output of SC combiner and it has been used to analytical study error system performance for the case when diversity system applies desired signal power decision algorithm. The various performance evaluation results for different channel and system conditions have been graphically presented. They have described that system performance improves when Rice factor increases (fading severity decreases) and/or correlation coefficient decreases. Moreover, comparison presented results with previously published points out better error system performance in the case of SIR power decision algorithm.
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	Dual-hop Transmissions corrupted by Interferences over Asymmetric Fading Channels
	Aleksandra M. Cvetković, Jelena A. Anastasov, Goran T. Đorđević, Dejan Milić
	Abstract – This paper studies the outage probability of a dual-hop amplify-and-forward (AF) relay systems where the source-relay and the relay-destination channels experience Rayleigh and k- fading, respectively. The relay node is corrupted by Rayleigh faded multiple co-channel interferences. New infinite series expression for outage probability of the end-to-end signal-to-interference and noise ratio (SINR) for the channel-state-information (CSI)-assisted relay is derived.
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	I. Introduction
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	Cooperative relaying technology is often used as an efficient solution in improving the performance of wireless communications systems [1]. Regarding the nature and complexity of relays used in cooperative communication, there are two dominant categories of multihop transmission systems: regenerative or decode-and-forward (DF) and nonregenerative or amplify-and-forward (AF) systems. In regenerative systems, relay nodes decode the signal and retransmit it to the next node [2]. On the other hand, in nonregenerative systems, relays just amplify and forward the incoming signal without performing any decoding at all. The AF relaying mechanism imposes less power consumption and can be preferable in practice. There are two types of AF relays: channel state information (CSI)-assisted relays and fixed gain relays. The CSI-assisted relays have variable gain and require knowledge of instantaneous CSI from the previous hop to produce their gain leading to a power control of the retransmitted signal. Fixed gain relays only require long-term statistics of the channel, which introduce a fixed gain and a variable signal power at the output, but lower complexity compared to CSI-assisted relays [2-5].
	In many practical scenarios co-channel interference (CCI) is an important issue and should be taken in consideration. Consideration of CCI is necessary because of the aggressive reuse of frequency channels for high spectrum utilization in cellular systems. In few published works, the impact of interference on the AF and DF relaying performance has been investigated either at the relay(s) and/or the destination(s) [6-8]. In [6], the performance of a two hop CSI-assisted AF system with CCI at the relay was analyzed. Analytical closed-form expressions for outage probability of dual-hop AF and DF systems over Rayleigh fading channel where relay is effected by an additive white Gaussian noise (AWGN) and destination by CCI were derived in [7]. The paper [8] studies the outage probability of both types of the non-regenerative relays over Rayleigh fading channels in an interference-limited environment (the relay and destination nodes are corrupted by CCI).
	In this paper, we focus on amplify-and-forward dual-hop relay systems and study their performance over asymmetric channels in the presence of CCI at the relay. In practice, different links in relay networks can experience separate fading conditions. For example, in [9-10], a base station-relay link is considered as Rayleigh, while the relay-mobile link is observed as Rician link because of a strong line-of-sight (LoS) component. In [11] Yacoub has proposed the k- distribution as a fading model in the presence of LoS. This type of fading model includes, as special cases, Nakagami-m and Rician fading models as well as Rayleigh and one-sided Gaussian fading models.
	In this paper we analyze system with the source-relay Rayleigh fading channel and relay-destination k- fading channel. We assume that there are multiple Rayleigh interferers at the relay node independent of the desired signal. New expressions for the outage probability of the end-to-end signal-to-interference and noise ratio (SINR) for CSI-assisted relayed systems is derived. The derived expression in terms of infinite series numerically converge quickly for a finite number of terms.
	II. System and Channel Model
	The system observed in this paper is depicted in Fig. 1. We consider nonregenerative gain relay transmission. The relay terminal is corrupted by co-channel interferences and AWGN while destination terminal is only perturbed by an AWGN. 
	Fig. 1. System model
	We assume that terminal S transmits a desired symbol, s0, with an average power  (where E[.] is the expectation operator). The level of CCI at the relay is high enough compared to the level of thermal noise, so the thermal noise can be neglected as in all interference-limited fading environments.
	The received signal at relay terminal R, in interference-limited fading environment, can be written as
	 (1)
	where hSR is the fading amplitude of the channel between terminals S and R,  are amplitudes of the interferers at the input of R, and  are interfering symbols, each having average power Pi. In nonregenerative systems, the signal rR is multiplied by the gain G of terminal R and retransmitted to terminal D effected by an AWGN. The received signal at terminal D can be presented as
	 (2)
	wherehRD is the fading amplitude of the channel between terminals R and D, and nD is the AWGN at the input of D with .
	The overall SINR at the receiving end can be expressed as [6]
	 (3)
	where PR is the power of the transmitted signal at the output of the relay.
	When terminal R has available instantaneous CSI from the first hop, the gain G is given by
	 (4)
	Therefore, the instantaneous equivalent end-to-end SINR in this case can be obtained by substituting (4) in (3) and has a form [6]
	 (5)
	where ,  and . A CSI-assisted nonregenerative relay requires a continuous estimation of the channel fading amplitude from the first hop and inverts the fading effect in order to limit the output power of the relay [1].
	We consider an asymmetric fading scenario of the S−R and R−D links. Namely, the S−R link is subjected to Rayleigh fading and the R−D link is subjected to k- fading. If S-R link experiences Rayleigh fading, 1 is exponentially distributed in a way 
	 (6)
	where  is the average signal power of S−R channel.
	If R-D link experiences k- fading, 2 has the following probability density function (PDF) [11-12]:
	 (7)
	where  is the average signal-to noise ratio (SNR) per hop of S−R channel, k represents the ratio between the total power of the dominant components and the total power of the scattered waves, parameter  is related to the multipath clustering and I-1(.) is the modified Bessel function of the first kind [13, eq. 8.406]. We assume that CCI amplitudes are also modeled as Rayleigh random processes. When all N interferers are identically distributed, 3 becomes a central (2 random variable with 2N degrees of freedom [7]
	 (8)
	where , i=1,2,...N, is the average power of each CCI.
	III. Outage Probability
	Outage probability is defined as probability that the instantaneous equivalent SINR, eq, falls below a predetermined protection ratio, th [6-7]. 
	When terminal R has available CSI from the first hop, the outage probability of the instantaneous equivalent SINR can be expressed as [4], [6]
	(9)
	After some mathematical manipulations and simplifications, (11) can be rewritten as
	(10)
	In order to evaluate (10), the complementary cumulative distribution function (CDF) of 1 and PDFs of the 2 and 3 are needed. The complementary CDF of 1 can be expressed as  and PDFs of 2 and 3 are given by (7) and (8), respectively.
	After applying these formulae, the outage probability has the following form
	 (11)
	We are unaware of a closed-form analytical solution to this integral. Nevertheless, using the infinite-series representation of I-1(.) [13, Eq. (8.445)], the integral in (11) can be solved
	(12)
	where  and U(a,b;z) is the confluent hypergeometric function of the second kind defined as  [13, Eq. (9.211.4)].
	IV. Numerical Results
	Numerical results for outage probability of dual-hop CSI-assisted relay with CCI at the relay are presented graphically.
	Fig. 2. Outage probability for various values of outage threshold
	Fig. 2 depicts the outage performance for different outage threshold of CSI-assisted relay. It is observed that as th increases, the outage probability also increases. When th increases from -5dB to 5dB, the outage performance degrades for about 10 times for CSI relay systems.
	Fig. 3. Outage probability for various values of fading parameters
	In Fig. 3 outage probability is represented for various values of fading k,  parameters. The results for =1 and k=0 are the same as published results in [6] for Rayleigh fading. Those parameters affect the outage performance i.e. outage probability decreases as fading parameters increase. It is noticeable that for particular values of , values of outage probability tend to irreducible outage floor. We can also see that outage floor does not depend on fading parameters, but only on defined ratio .
	Fig. 4. Outage probability for various number of co-channel interferences
	Fig. 4 shows the outage performance for different number of interferences. As the number of interference increases, the outage probability also increases, which degrades the system performance. The largest performance degradation is present when the number of interferences increases from one to two.
	Fig. 5. Outage probability for power imbalance between the two hops
	Outage probability as a function of signal-to-interference ratio of the first hop, , is presented in Fig. 5. The influence of outage threshold and SNR of the second hop affect the outage performance. As expected, when the average SNR on the second hop is larger the outage probability decreases. When outage threshold decreases, the effect of SNR of the second hop on the outage probability also decreases.
	V. Conclusion
	The performance of dual-hop system with AF relay under assumption that relay is affected by multiple co-channel interferences have been studied. We have derived expressions for the outage probability of the instantaneous SINR for dual-hop transmission with CSI-based relays operating over asymmetric fading channels. This performance analysis can be used in design of a cellular mobile system to determine optimal values of system parameters in order to achieve reasonable influence of interferers on the outage.
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	Radio Access Technology Selection Algorithm for Heterogeneous Wireless Networks Based on Service Type, User Mobility and Network Load
	Marko Porjazoski1, Borislav Popovski2
	Abstract—A new algorithm for Radio Access Technology selection in heterogeneous wireless networks based on service type, user mobility and network load is presented in this paper. Performances of the proposed algorithm are evaluated by using Two-dimensional Markov chain. Performances of our algorithm are compared in regard to different single and two criteria RAT selection algorithms. A performance analysis shows that our RAT selection algorithm based on three criteria, shows better overall performances compared to single and dual criteria based RAT selection algorithms.    
	Keywords- Heterogeneous wireless network, common radio resource management, radio access technology selection.
	I.  Introduction 
	Today it us a usual practice to have different wireless   technologies coexisting in the same area. They usually provide same or different services to the wireless users. Different Radio Access Technologies (RATs) should interwork with each other in order to provide always best connection to the user. This mixture of wireless networks existing at the same area and cooperating with each other is known as Heterogeneous Wireless Network (HWN). Efficiently utilization of radio resources is another goal that should be fulfilled trough cooperation between different RATs in heterogeneous environment. These objectives can be achieved by using Common Radio resource Management (CRRM). 
	Radio Access Technology (RAT) selection is a significant part of CRRM. RAT selection algorithm has to decide which radio access technology, existing in some area, is most suitable for handling a new or handover call.  Part of the RAT selection process responsible for establishment of new incoming calls is called as Initial RAT selection. Second part of the RAT selection algorithm, know as Handover algorithm, has to make a decision about switching between different wireless technologies, for ongoing calls, based on some predefined criteria. 
	Most of the RAT selection procedures proposed in the literature makes a decision based on single criteria like:
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	Fig 1. Simple Heterogeneous Wireless scenario
	signal strength or received SNR level [1] [2], network load, QoS requirements [3], user’s preferences and policies [4] etc. 
	Most of them considerers only stationary users, especially in WLAN coverage area, with no user mobility included and without any possibilities for boundary crossing between different wireless technologies.
	Furthermore, we have concluded that there is a lack of numerical analysis of the RAT selection algorithms performances, since most of the analyses that we have found in the literature is based on computer simulations. 
	Main contribution of this paper is numerical analysis of three criteria decision making RAT selection algorithm, considering full user mobility. Analysis is based on 2-dimensional continuous Markov model. Service type, user mobility and network load are considered as criteria for decision making in both Initial RAT selection and Handover algorithm. 
	This paper is organized as follows. Section 2 introduces heterogeneous wireless scenario considered in our analysis.  Proposed RAT selection algorithm based on service type, user mobility and network load is described in Section 3.  Results from the numerical analysis are presented in section 4. Section 5 concludes this paper.
	II. Heterogeneous Wireless Scenario
	HWN considered in our analysis consists of two radio access technologies: WCDMA based Wireless Wide Area Network (WWAN) and IEEE 802.11g based Wireless Local Area Network (WLAN), both with different coverage capabilities (see Fig. 1). Area covered by single WWAN base station is denoted as macro cell, while WLAN covers only one small area (usually airport, trade center, university campus etc.) named as micro-cell. A ratio between micro- and macro-cell area size (c=Amicro/Amacro) is named as scale factor. 
	In the scenario we have considered both vehicular and non-vehicular users. Non-vehicular users resides only in WLAN micro-cells, while vehicular users moves everywhere in the macro-cells including WLAN hot-spots. With ( we have denoted a portion of vehicular users residing in micro-cell, and remaining (1-() micro-cell users are non-vehicular users.  A percentage of all macro-cell users residing in the WLAN micro-cells is denoted as (.
	Call arrival rate is assumed to be a Poisson process with mean (n (calls/minute), while call duration is exponentially distributed with mean 1/µ( minutes).
	Due to user mobility, handover occurs either between two macro-cells, also or between micro- and macro-cell. 
	We have considered that VHO and HHO are independent Poisson processes.  Mean HHO occurrence is denoted as (h. By (h_µ  and (h_M we have denoted a mean VHO occurrence from macro- to micro-cell and from micro- to macro-cell respectively. Handover occurrence depends on time that mobile user resides in micro- or macro-cell, i.e. micro- and macro-cell dwell time.
	In [5] macro-cell dwell time (Tdwell_M) is defined as exponentially distributed variable with mean 1/(, where ( is the macro-cell boundary crossing rate. Micro-cell dwell time for non-vehicular users follows power low probability density function. Micro-cell dwell time for vehicular users follows scaled exponential distribution with mean value c/(, where c is previously defined scale factor.
	Vehicular users during their entrance in the micro-cell area may have already active ongoing call or they will start a new call during their residence in the micro- cell area. 
	III. RAT Selection Algorithm based on Service Type and User Mobility
	During the RAT selection process, appropriate wireless technology should be selected for handling a new or ongoing call, in order to satisfy user’s QoS requirements, in the same time providing high radio resource utilization. Different criterions can be used for decision making in RAT selection process like: received signal level, network load, user QoS requirements, user mobility etc. Most of the RAT selection algorithms proposed in the literature are based on single criteria.
	In our previous works we have analyzed performances of several RAT selection algorithms based on single and dual criteria [6],[7]. Two single criteria algorithms war based on user mobility and the existence of WLAN coverage, separately.    During the performance analysis we have noticed some advantages and disadvantages in both algorithms. So we have decided to design a new dual criteria RAT selection algorithm based on two criteria, user mobility and service type [7]. This algorithm has shown some improvement compared to single criteria algorithm but it was far from our expectations. So we have decided to go a step forward by introducing a network load as third criteria for selection of RAT in heterogeneous environment.
	As we already mentioned, RAT selection algorithm consists of Initial RAT selection (IRATS) and Handover (HO) algorithm. IRATS algorithm is responsible for selection of appropriate RAT when a new call arrives in the network. Handover algorithm makes a decision for handing over a user between different RATs based on predefined criterion(s).  
	In Fig. 2 decision making steps during Initial RAT selection (Fig. 2a.) and Handover procedures (Fig. 2b.) are presented.  
	When a new call arrives in the network first of all WLAN hot spot existence is checked. If no WLAN exist, then call is established over WWAN infrastructure. If WLAN coverage is detected, then IRATS algorithm checks the user mobility type. In the case of non-vehicular user, call is established over WLAN. For vehicular users, service type is further examined. For Non-Real Time services WLAN infrastructure will be used.  Vehicular users with Real Time service will try to establish a call over WWAN. If WWAN load is higher than WLAN load then a new call is switched to WLAN. 
	For ongoing calls, Handover algorithm supervises user’s location in the network for the entire call duration. If user with an active call leaves WLAN hot-spot area, VHO from WLAN to WWAN is performed. If non-vehicular user or vehicular user with an active Non-Real Time session moves into micro-cell area, he will be handed over from WWAN to WLAN. Vehicular user with active RT session will be handed over to WLAN only if WWAN load is higher than WLAN load. Otherwise he stays connected to WWAN.
	Due to memoryless properties of Poisson call arrival process and exponential call duration we have decided to analyze performances of the RAT selection algorithms performances using Markov model. Markov chain for performances analysis of proposed algorithm is presented in Fig.3. 
	Parameters defining transitions between neighboring states in Markov model, like new call arrival rates in the macro-cell ((n_M) and micro-cells ((n_µ), describing VHO rates etc., are presented in Eqs. (1) to (8):
	  
	 
	
	
	 
	
	
	
	(n_M and (n_µ are new call arrival rates in macro and micro cells respectively, (n_add is a arrival rate of a new call caring a RT traffic. PRT and PNRT are probabilities that incoming call carries Real Time and Non-Real Time services respectively. Pnb and Phb are new call and call in handover blocking probabilities in macro-cell, respectively. P(Tcall>Tdwell_M) is a probability that call duration is longer than micro-call dwell time [6]. Pnb_WLAN is a call blocking probability in micro-cell,  and  are probabilities that duration of a call is longer than new call or roaming call dewll time in micro-cell.
	IV. Performance Results
	Following conditions are considered for performances analysis of the proposed RATS algorithm: RT and NRT service types with 64 kbps data rates, micro-to macro-cell area ratio c=0.1, fraction of users in micro-cell, (=0.5, average call duration 1/µ=5 min, average macro-cell dwell time 1/(=5 min, maximum number of supported users in WWAN and WLAN, C1 = 24 and C2 = 51 respectively. Furthermore, call arrival rate, (n, is assumed to be in the range [3, 9] calls/minute, while keeping the percentage of vehicular users in the micro-cell at (=0.3 and (=0.7. Probability for real time service occurrence is set to PRT=0.5. 
	Results from the performances analysis of the proposed algorithm for RAT selection are presented in the following pictures alongside the performances of the mobility based (MB), “always WLAN’ algorithms and dual criteria, service and mobility (SM) based RATS algorithm.  
	Fig. 4 presents vertical handover call arrival rate as function of call arrival rate. Mobility based RAT selection algorithm has smallest VHO rate, since vehicular users are connected to WWAN for the entire call duration. When using “always WLAN” algorithm, user mobility is not considered in decision making for RAT selection. As a result VHO rate is much higher than VHO occurrence in pure mobility based. 
	By combining several RAT selection criteria VHO rate is decreased compared to “always WLAN” algorithm, but it is slightly increased compared to mobility based algorithm as a result of a WLAN - WWAN boundary crossing of vehicular users with non-real time traffic. 
	Fig. 3. Two-dimensional Markov model
	Fig. 4. Vertical handover rate
	In Fig. 5 a new call blocking probabilities in WWAN for different portion of vehicular users in the micro-cell ((=0.3 and (=0.7) are presented. Our proposed three criteria RATS algorithm performs well in both cases with small and higher percentage of mobile users in the micro-cell. It shows continuity in its behavior, performing relatively small call blocking probability, compared to MB and “always WLAN” algorithms who drastically changes their behavior for different values of (. 
	Network load is a performance metric that shows how well radio resources are utilized. The “ideal” heterogeneous wireless network should equal, higher as possible, load for all RATs included in HWN. Fig. 6 shows WLAN and WWAN load dependence on call arrival rate and user mixture in micro-cell area.  
	Always WLAN algorithm shows best performances in the context of load balancing since significant number of users, those residing in micro-cell, are using WLAN resources, while no WLAN resources are used by vehicular users in mobility based algorithm. Our proposal is somewhere between. It tries to do balance the load between different RATs by connecting the NRT users and part of the RT users, residing in micro-cell, to the WLAN infrastructure.
	V. Conclusions
	Based on previous analyses of single and dual criteria RAT selection algorithms, we have proposed a new algorithm that uses three criterions, user mobility, service type and network load, in decision process during RAT selection in heterogeneous wireless networks.
	The proposed algorithm is a good compromise between two extremes “mobility based” and “if WLAN coverage”. It shows relatively small vertical handovers occurrence, leading to small handover traffic in the network and small delay introduced to communication session. In the same time, call blacking probability remains low.
	Introduction of third criteria in RAT selection process decreases VHO rate and blocking probability compared to two criteria RATS algorithm.
	Fig. 5. WWAN new call blocking probability
	Fig. 6. Average network load
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	Heterogeneous Wireless Access Networks Analysis from Simulation to Implementation
	Octavian Fratu1, Eduard C.Popovici1, Alexandru Vulpe1, Simona V. Halunga1 
	Abstract – The effects of the coexistence of different wireless access technologies in the same area are not very easy to be evaluated and analysed. If these different networks interact with each other and form a heterogeneous wireless network, the analysis becomes even more difficult. Different approaches are possible: to build a pilot heterogeneous network (but, if new technologies or, at least, existing technologies with new interoperability capabilities are being used, this implies implementing new blocks), to simulate one using an adequate simulation tool or to emulate some of the new blocks or network sections and to interconnect them with a real network from an existing technology. The present paper intends to investigate some of the difficulties and some of the advantages of these approaches and to illustrate them with the methods used in the RIWCoS and SAWHAU projects.
	Keywords – heterogeneous wireless access network, vertical handover, Media Independent Handover (MIH), network simulation, network emulation, interoperability
	I. Introduction
	The transition of mobile communication systems from 2G to 3G underlined the diversity of working conditions for data services, in comparison to the voice ones. We can find a wide range in the required data rates and bit error rates. Also, the communications delay and its variations could have a variety of required values. The radio coverage conditions are also of high importance. And we listed only a few parameters or conditions important in the optimisation of the necessary communication system. 
	Recent broadband wireless access systems include wireless local area networks (WLAN), fixed and mobile wireless metropolitan area networks (WMAN), cellular networks (like GPRS, EDGE, UMTS, CDMA 2000, mobile WiMAX or LTE) and wireless personal area networks (like ZigBee or Bluetooth). These kinds of wireless access technologies have characteristics which are complementary one with another. Cellular systems (including 2G and 3G) provide wide coverage areas, full mobility and roaming, but usually the available bandwidth per user is limited. WLAN provide high data rate at low cost, but in a limited area and with a very poor support for mobility [1]. Mobile WiMAX systems are able to provide broadband wireless access, but the support for mobility is not comparable to other cellular networks and it looks that it has lost the competition with LTE.
	1O. Fratu, E.C. Popovici, Al. Vulpe and S.V. Halunga are with the Telecommunications Dept., Electronics, Telecommunications and Information Technology Fac. University “Politehnica” of Bucharest, Splaiul Independenţei 313, 060042, Bucharest, Romania, e-mails: {ofratu eduard, shalunga}@elcom.pub.ro, respectively,alex.vulpe@ radio.pub.ro
	This variety of working conditions and wireless technologies’ capabilities shows how attractive heterogeneous wireless access networks could be today in order to satisfy the users’ demands [2, 3]. Moreover, wireless 4G communication systems, although not deployed yet, are characterized by larger bandwidths, higher data rates, and fast and seamless handovers. In order to achieve this, it is essential that 4G capabilities be integrated into existing mobile technologies. Operators must rationally manage their networks in terms of both intra-system (horizontal) handovers and inter-system (vertical) handovers and mobility, quality of service and security.
	In respect to this trend, IEEE proposed and developed, as a possible method to facilitate faster vertical handovers, the IEEE 802.21-2008 standard. It also represents a key element in easing the implementation of these 4G systems. IEEE 802.21 provides a framework that allows higher layers to interact with lower layers to provide session continuity without dealing with the specifics of each technology. It provides the missing, technology-independent abstraction layer, thus hiding technology-specific primitives. This abstraction can be exploited by the IP stack (or any other upper layer) to better interact with the underlying technologies, ultimately leading to improved handover performance [4][5][6].
	This paper presents two possible methods to investigate the issues and the performances of a heterogeneous wireless access network: a practical one, based on a test-bed or on a pilot network, and a second, based on simulation/emulation of the heterogeneous network.
	The paper is structured as follows. The introduction (Section I) is followed by a section which summarizes the main features and functionalities described by the IEEE 802.21 standard, dedicated to Media Independent Handover. Section III presents the main elements of two research projects focused on the development of heterogeneous wireless networks based on the MIH usage. Section IV investigates how this standard helps in reconfiguring the heterogeneous network. In sections V and VI a handover prediction method is presented and how a test-bed for the heterogeneous wireless network was built. Sections VII and VIII presents how such a heterogeneous network could be analysed via simulations, choosing a sample simulation scenario as example and analysing its results. Section IX contains some conclusions and future work.
	II. Media Independent Handover (MIH)
	In order to integrate different wireless communication technologies into a common, hybrid, “easy to use” communication infrastructure and to decrease “the gaps”
	Fig. 1. Media Independent Handover framework 
	duration in system functionality during vertical handovers, the Media Independent Handover (MIH) approach was proposed. Consequently, IEEE built a corresponding standard based on this concept, the IEEE 802.21 one [7] [8] [9] [10].
	The most important functionalities that the IEEE 802.21 standard proposes are (see Fig. 1):
	 a framework that enables a certain mobile unit that has MIH functionality support to initiate a vertical handover between different types of networks, without the upper communication layers (starting with Layer 3) loosing service continuity;
	 a set of handover-enabling functions that work with different protocol stacks from Layer 2 and Layer 1 of different networks;
	 implementation of a Service Access Point (MIH-SAP) between Layer 2 and Layer 3 of each independent network to act as an intermediary during handover and after;
	 services provided by the MIH function in MIH-SAP:
	o Media Independent Event Service which detects changes or events in the link layer properties and functionality, therefore announcing the registered upper layers of these events.
	o Media Independent Command Service which transmits messages from protocol independent upper layers to the protocol dependent link layer for every network – enables also MIHF users to command link properties during handover and switching between networks.
	o Media Independent Information Service that provides information about different types of networks and their Quality of Service implementation, which can be useful during handover decisions.
	 MIH-SAP definitions of associated primitives for every type of network link layer technology, helping collecting information and control during handover.
	Due to the MIH functions’ relations with the entities placed in Layer 1, Layer 2 and Layer 3, a simple solution is to develop an intermediate sub-layer placed between Layer 2 and Layer 3, responsible with the MIH functions defined into the IEEE 802.21 standard.
	Two examples which are considering the MIH approach are the RIWCoS [11] and SAWHAU [12] projects. To highlight the MIH implementation requirements, the main ideas of the RIWCoS and SAWHAU architectures and the main features are presented in the next section.
	III. RIWCoS and SAWHAU Project Approaches
	The "Reconfigurable Interoperability of Wireless Communications Systems (RIWCoS)" SfP-982469 project, funded by NATO's Public Diplomacy Division in the framework of “Science for Peace”, has the main goal of demonstrating the capacity of a heterogeneous network to react after „a soft disaster” (the case of failure of a base station or another access point due to unexpected reasons) and to maintain the functionality of the network by transferring the corresponding access to another Radio Access Technology (RAT). Essentially, the RIWCoS system considers a user-centric approach, and the access handover is based on the Media Independent Handover (MIH) procedures.
	The RIWCoS system is considering a few wireless access technologies: UMTS, WiMAX and WLAN and can be extended to DVB-T/H with return channel, (i.e. a hybrid WiMAX-DVB-T/H or UMTS-DVB-T/H ones) [11]. 
	In accordance with the IEEE 802.21 standard, the RIWCoS project is considering a Convergence Stratum, containing an Interoperability Sub-Stratum and a Resource Management Sub-Stratum.
	An Interoperability Manager module was introduced for each wireless communication system, representing the Interoperability Sub-Stratum. Its main function is mobility management. In a MIH capable network it should communicate and interoperate with the MIH Function convergence layer (Fig. 2) and ensure the cooperation between the component technologies [11]. The new convergence layer is considered according to the 802.21 requirements.
	A distributed Resource Management System is also considered and integrates the resource modules. It should cooperate with Interoperability Manager Modules in order to distribute the traffic in the network that best fulfils the user requirements and capabilities and also the network policies.
	The two Sub-Stratums are not at the same level. The Interoperability Sub-Stratum is sub-ordinate to the Resource Management Sub-Stratum. The Interoperability Sub-Stratum is developed as separate modules specific to any considered Radio Access Technology, interconnected together via the Interoperability Managers implemented in every network node which communicate horizontally one with another using the MIH protocol. The Resource Management System is defined as independent to the specific access technologies considered for system implementation and its functionality is to ensure the capacity of the entire system to react as planned in case of |soft disasters”.
	The “Hybrid wireless access system with unique addressing (SAWHAU)” 12-126/2008 project, funded by Romanian Authority of Scientific Research in  the framework of  PNCDI 
	Fig. 2. RIWCoS internal architecture and information exchange
	2 “Partnership”, uses a similar architectural solution based on the Media Independent Handover (MIH) approach, but with a complete different Resource Management Module. The main scope of the SAWHAU system is the self-reconfigurability of the access network in order to reduce the access costs in a given area by using the cheapest available Radio Access Network with the requested communication capabilities [12]. This goal is solved mainly at the Resource Management Module level in connection to the upper layers.
	As opposed to the RIWCoS approach, the SAWHAU solution is essentially a network-centric system, having the decision of system reconfigurability located mainly at the network level. 
	IV. MIH-based Reconfigurability
	The term “reconfigurability” is not very clearly defined in the literature. One of the most detailed investigations of the “reconfigurability” approach related to a communications system have been done through the End-to-End Reconfigurability FP5 project (E2R), End-to-End Reconfigurability II FP5 project (E2R2) and End-to-End Efficiency (E3) FP7 project [13], [14]. Several kinds of reconfigurability are defined: the network topology reconfigurability, the smart terminal (or, more general, smart equipment) reconfigurability, etc. In every case the “reconfigurability” means the capacity of a communications system or of a part of such system to auto-transform itself, according to predefined rules, in order to ensure better their main functional role in a changing environment. The reconfigurability of a system is a normal procedure in case of heterogeneous systems and reflects the adaptation of these systems to dynamics of the continuous changing environment.
	In order to discuss about “MIH-based reconfigurability” and the concept of vertical handover which is in the centre of MIH, we have to highlight that the handover itself (either the horizontal or vertical one) is not a case of network reconfiguration. The active communication path is changed during a handover, but the system topology or the network structure not. The network is unchanged after a handover, also the nodes are communicating within the control plane in a similar manner, only the active communications links are transferred from a path to another. The network reconfigurability supposes that the network is completely changed at topological level or at the node configuration (i.e. a node could be transformed by changing the technological configuration, for example by using the Software Defined Radio approach and loading a new software which transforms the corresponding air interface entirely) [13]. 
	The MIH-based reconfigurability could be defined according to the general definition presented above as the topological and technological reconfiguration of a heterogeneous access network using the MIH approach. Normally, the vertical handover based on MIH procedures is not followed by the network reconfiguration. It is the SAWHAU case. But in the RIWCoS case, due the fact that a “soft disaster” could represent a base-station or access point failure which causes that base-station or access point to not be part of the functional network after the failure, the reconfigurability premises are present. If the network functionality is maintained at the maximum possible level using MIH procedures, we are in the case of MIH-based reconfigurability.
	Due to the specifics of wireless heterogeneous networks which involve several Radio Access Technologies (RATs), the analysis of the system or part of the system is a difficult challenge. If the reconfigurability feature is implied in the analysed system, the difficulties increase significantly.
	As we mentioned in the introduction, two main approaches are considered in this case: to practically implement the system and to develop a limited configuration as a test-bed or a pilot system and to simulate it. The test-bed implementation is a very difficult task because the MIH implementation supposes changes into the actual standards for wireless access technologies (for example for 802.11-based RATs). In case of simulation, we considered a QualNet implementation of a mobility management system for heterogeneous wireless networks, which is based on the Media Independent Handover (MIH) framework. This simulation system was proposed by the RIWCoS (Reconfigurable Interoperability of Wireless Communications Systems) NATO Project, and aims to develop a mobility management system which integrates different wireless communications technologies into a common hybrid communication infrastructure. Besides the system architecture proposed by the project, the MIH implementation represents a novelty of our work since the QualNet simulator does not have support for MIH framework.
	V. Handover Prediction
	The Resource Manager (RM) integrates a MIIS client which communicates with the MIIS Web Service [15]. By means of this communication, the RM is able to get all the PoAs from a specific given location or to get the geographical position of a specific PoA. Using this function, the RM is to determine the relative position of the Mobile Node (MN).
	When the RM receives an indication from the IM, the Client sends a request to the MIIS Web Service and will receive the information needed about the new detected PoA. These details include: the maximum data flow rate, the IP address, the MAC address, the maximum data range, the latitude and the longitude. When two or more PoAs are active, a geometrical place can be determined inside the intersection of the rings created according to the signal power received by the MN. The middle point of the geographical zone created by 
	Fig. 3. Mobile Node – MIIS Server communication
	the intersection of the rings is the estimated point for the MN’s position. As the number of the active PoAs increases, the intersection zone of the signal power rings is smaller and estimating the MN’s position is more precisely done. The RM receives information from the Interoperability Manager about the presence of a new PoA, AP3 (Fig. 3). The MIIS Client integrated with the RM sends a request to the MIIS service in order to receive information about the new detected PoA. The MIIS service responds with the requested information about the specified PoA. The RM already stored the information received from the MIIS Service about the AP1 and AP2 and, depending on the signal power, determines two geographical places comprised inside the areas of two concentric rings, with the same centre as the Central Nodes of the two PoAs. 
	The intersection of these two geometrical places is the area where the MN can be found. The process continues as long as there are at least two active PoAs. This way we can obtain discrete positions of the MN that model it’s path. The precision in determining the discrete points of the MN’s path depends on the amount of active PoAs in different points where the measurements are made and the period in wich the signal measurements are done for the active PoAs.
	A higher number of active PoAs means that the MN’s geographical position can be determined more precisely, and a smaller period means the rings will be smaller and their intersection zone will also be smaller, so the MN’s geographical position will be determined more precisely.
	In RIWCoS, we introduced two novel MN position prediction mechanisms. The prediction using MN’s position extrapolation is done using the discrete points that have been determined before, and that represent discrete geographical locations of the MN. These geographical locations can be extrapolated and a future position of the MN can be predicted. 
	The algorithm of prediction based on MN’s mobility extrapolation has the following steps:
	   [IF we have at least 3 previous positions for the MN]
	 Using the set of geographical positions determined before, an interpolation function will be used, in this case the Lagrange polynomial interpolation, and a polynomial function will be obtained, that best describes the MN’s path.
	 The determined function will be extrapolated to certain latitude and the corresponding longitude will be determined. The determined pair (latitude, longitude) will represent the estimated geographical position for the MN at the next measurement
	 A request will be sent to MIIS Service in order to discover all the active PoAs in the determined geographical position.
	 If a better PoA will be determined in the predicted point, and if it is active in the current point the handover procedure will be initialized.
	The prediction using MN’s mobility extrapolation proved to offer best results when the MN moves geographically predictable, as in a straight-line, curved-line or other types of mobility that can be estimated using interpolation (Fig. 4).
	Fig. 4. Prediction using MN’s position extrapolation
	The PoA Pattern prediction is not dependent on the determination of the MN’s positions, so it can be used without using the MIIS Web Service. This type of prediction assumes the existence of an internal database of the MN in which all the handovers will be stored. When a MN will use this type of prediction it will search inside the database for a handover pattern. If a pattern correspondence will be found, the next PoA in the pattern will be the PoA to which the handover procedure will be initiated. This prediction technique offers best results in case of a revisited or partially revisited route, case in which it can be combined with the prediction using the MN’s position extrapolation for better results.
	VI. Network Testbed and Terminal Emulation 
	The RIWCoS architecture proposes a reconfigurability based on user and network preferences. The experimental model used to obtain the network testbed and terminal emulation is presented in Fig. 5 [16]. In order to test the RM functions the IM of the mobile terminal has been emulated, with a simulator which generates primitives to the RM according to different evaluation topologies. 
	The RM integrates the MIH decision and prediction functions   described   before.  The   decision   and   prediction
	Fig. 5. RIWCoS experimental model
	Fig. 6. Handover decision with prediction process – flowchart
	functions of the RM are integration into a process presented as a flowchart in Fig. 6. When working in the “no prediction” mode (meaning the only active function will be the decision function specified in the IEEE 802.21 standard), the RM takes decisions based on classic handover decision algorithms. In the Configuration sub-process, the RM receives a Link Detected indication from the IM. For the new detected link RM requests a connection to the IM and concludes that the link was successfully established after a positive confirmation. 
	In the Reconfiguration sub-process, when using both the prediction and the decision functions, the RM contacts the MIIS Web Service using an incorporated MIIS Client in order to estimate the MN’s positions, as well as to predict it’s position at the next measurement, and decisions are based on the PoAs found at a predicted position. 
	An example of a handover decision taken in the Reconfiguration process is shown in Fig. 7 where we simulated a handover scenario from Wi-Fi to 3G due to the decreasing of wireless signal strength. 
	The figure shows how the Resource Manager receives Parameter Report indications from the Interoperability Manager and based on the received information, the Resource Manager’s decision block determines that a handover to the 3G PoA should be made. Therefore the Resource Manager sends specific requests to the Interoperability Manager to finish the handover process, and when confirmations are received the handover is completed.
	For the 2 prediction algorithms implemented, we designed and run 4 types of tests, for different types of MN mobility. 
	 Position Extrapolation for Straight Line Mobility - In this case the position extrapolation prediction algorithm was used, and the MN moved in a straight line. In this case the handover prediction success rate was near 100%, but the success rate is lower when the MN moves at the borders of a PoA’s coverage area. 
	 Position Extrapolation for Curved Line Mobility - In this case the position extrapolation prediction algorithm was used, but the MN moved in a curved line. In this case the handover prediction success rate varied between 85 and 90%. This success rate is the result of a trade-off between the expected success rate and the interpolation algorithm complexity.
	 PoA Pattern Prediction for Revisited Route Mobility - In this case the PoA pattern prediction algorithm was used, and the MN revisited a certain route. In this case the handover prediction is near 100% success rate. This rate is lower because the MN may not be following exactly the same path, having deviations that will be translated in incorrect handover decisions. Even for partially revisited routes, PoA pattern offers higher handover prediction success rate than position extrapolation (Fig. 8). 
	 Position Extrapolation and PoA Pattern Prediction for Random Route Mobility - In this case both algorithms (position extrapolation and PoA pattern) were used, and the MN moved randomly, in the worst case scenario. Unlike the previous cases where the route was predictable, in the case of a random route the handover prediction success rate is significantly lower. This is due to the fact that the MN’s position is harder to be predicted, and no PoA pattern matches the route. That is why, for a random route, we obtained handover prediction success rate between 27 and 53%, depending on the degree of randomness of the MN’s mobility.
	Fig. 7. Example of a Resource Manager handover decision extrapolation
	Fig. 8. Prediction using MN’s position extrapolation 
	VII. Network Simulation Approach
	One of the benefits of simulation is that the effects of using a technology can be evaluated without the need for physical equipments. Therefore, since MIH-enabled equipments are still not available on the market, a simulation environment was needed in order to validate the RIWCoS system. The simulation environment used was QualNet because of its modular, layered stack design and because it provides a very good abstraction of the physical and MAC Layer for different technologies.
	Of course, QualNet does not provide support for the 802.21 standard, so it had to be developed, using C/C++ programming, by modifying its source code in order to implement a MIH module. The implemented MIH module consists of:
	 Link Interoperability Modules (developed within the link layer of access technologies, which do not correspond to any entity defined in the standard and could roughly correspond to proposed amendments to each access technology standard). Each module controls the MAC state by answering received Link Commands and sending Link Events to the MIH function. 
	 A Resource Manager (corresponding to the MIH User defined in the standard) which is responsible with the handover decision done by analyzing the information generated by the lower layer blocks (like a LINK_GOING_DOWN primitive). This could also be done by taking into account the policies defined after consulting information from a Media Independent Information Server, but is not implemented, yet.
	 The Interoperability Manager (corresponding to the MIH Function and the MIH Protocol). It is the most complex block of all and consists of the following logical components:
	o The Event Dispatcher will process MIH messages (which are events in terms of how QualNet sees them) from its peer and will forward them, if necessary to the MIH User or to one of the Link Interoperability Modules or will answer the requests or acknowledge their receipt by using the ACK service defined in the standard.
	o The MIH Protocol provides methods to create and send MIH messages with the format specified by the standard. It is tightly linked with the Event Dispatcher which will process these MIH messages. It also implements the ACK service used in case the underlying transport mechanism is considered unreliable.
	The Interoperability Manager was included in the Network Layer and the Link Interoperability modules were developed within the MAC Layer of the QualNet protocol stack. This choice was taken because of programming easiness, as the existing layer frameworks could be used instead of developing a new layer.
	Of course, the implemented blocks do not have full functionalities. The following simplifying actions were taken when developing them:
	 The Resource Manager makes the handover decision by taking into account just the received signal strength (RSSI) indicator or the carrier-to-interference-plus-noise ratio (CINR) of the radio interfaces of the MN.
	 First, the MIH signalling functionality was tested, and later on, link switch decisions were implemented.
	In order to compare the RIWCoS system with a system which is not 802.21-enabled (like the system that is now on the market) a handover scenario between WiMAX and Wi-Fi access networks managed by the same operator was considered. It consisted of a mobile node (MN) and 4 Points of Attachment of which 2 were of 802.16 technology and the other 2 were of 802.11 technologies. The PoAs were connected to a wired core network and the MN carried a CBR application with one node from the network. The MN was moving from the range of one PoA to another, making it necessary to execute a handover in order to maintain session continuity. 
	The results are detailed in [17] and they show that, by using the implemented MIH module, a 23% improvement of the number of packets received, a 32% improvement in received average throughput and a 22% lower average end-to-end delay of the packets with respect to the case when MIH is not used are obtained. Also, the vertical handover delay drops by 54%, and becomes comparable with the handover delays caused by horizontal handovers.
	VIII. Network Emulation Approach
	While the simulation approach discussed in the previous section gives an insight into how the MIH system would behave, it mimics the behaviour of a real network, but cannot interact with one. Although the abstractions of real systems of the QualNet simulator are of high quality, the results that it provides could be very different from those of a real network.
	Still, without MIH-enabled equipments available, the only way to study the aforementioned effects was to use a network emulator. Using a network emulator would provide an exact, high quality reproduction of external behaviour so that the emulated system is indistinguishable from the real system [18]. This would mean that one could implement a MIH enabled network, pass real packets through it, and observe the effect it has on the received packets. The decision was taken, therefore, to use the EXata Network Emulator, part of SNT software together with QualNet.
	Fig. 9. Exata testbed
	Fig. 10. The emulated network in EXata
	Fig. 9 gives a representation of an EXata test-bed. The MIH-enabled network is setup as a scenario in EXata, and two nodes of the network are mapped to external real terminals (laptops). These laptops are connected to the EXata emulation server via wired links
	The EXata and QualNet have similar source code (in fact EXata can be seen as a superset of QualNet [18]), so it was possible to port the source code (written in C/C++) containing the MIH implementation to the EXata source code. After doing so, the effect the MIH network has on real packets was studied. The scenario setup in EXata is similar to the one used in QualNet simulator and described in the previous section, in order to properly see the differences between the two approaches, and is shown in Fig. 10. A node from inside the network performs a streaming application to the mobile node, in order to replicate the situation when a mobile user is watching a video or movie from a streaming server on the Internet like Youtube. A detailed description of the scenario setup and results can be found in [19].
	The emulated network was tested by setting up a video streaming server using open-source VLC media player [20] on the operational host mapped to the node inside the network and playing the streamed movie on the operational host mapped to the mobile node from the scenario, again using VLC media player. The RTP protocol was chosen for streaming so that the scenario be similar with the CBR application from the QualNet scenario.
	During the vertical handover, there were some packets lost and this was noticeable on the played video, but by introducing a buffer for the received stream of at least 3 seconds, the video quality improved. 
	However, testing the network using VLC only shows the user experience of the received stream but cannot quantify or assess network performance. So, another tool, JPerf [21], was used which is a graphical front-end to a popular tool for testing network performance named Iperf [22]. Using it, UDP packets were injected with the same rate as that of the streamed video, at the video server node, and the throughput and jitter were measured.
	The results obtained from JPerf were analyzed for MIH support using the custom built model ported to EXata and compared to the situation in which there was no MIH support They show that, by using the implemented MIH support, the received throughput remains approximately constant during the vertical handover, and the jitter drops from the constant value introduced by the WiMAX network to the one introduced by the Wi-Fi network with no large variations [19].
	IX. Conclusions
	The paper presents two different approaches in order to analyse the performances of a heterogeneous wireless network. Both of them are applicable for a reconfigurable one. The test-bed implementation is somehow the best one in terms of confidence, but it is very expensive and also induces delays in highlighting the performance or the problems. The simulation approach is the desired one, but also good balance has to be found between the confidence and the implementation time.
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	Abstract – In this paper we analyze the vertical handover latency for real time service VoIP G.711 using IEEE 802.21 standard during the vertical handover process between WiMAX and WLAN. We make comparison between MIPv6 and PMIPv6 protocols for different MN velocity and conclude that PMIPv6 reduces the vertical handover latency, so we obtain better VoIP performances during vertical handovers between WiMAX and WLAN networks. 
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	I. Introduction
	Today’s wireless users more and more require for more bandwidth and mobility appropriated with good QoS. Way out of this growing demand was enabling the mobile devices to utilize any wireless network in range in order to get better coverage and service. IEEE 802.21 standard [1] is the first phase that was invented to enable the users to successfully make vertical handovers between different wireless networks with different technologies, as WLAN, WiMAX, UMTS, Bluetooth, or Ethernet.
	Wireless communication has become more popular because of the increased incorporation of the multiple wireless interfaces that allows these devices to move freely among different networks and perform vertical handovers seamlessly across heterogeneous wireless networks. 
	Vertical handovers between heterogeneous networks according IEEE 802.21 standard cause layer 2 switching and layer 3 IP connectivity latencies. This may disrupt services that are in progress, which is not suitable for real time services sensitive on time. In order to provide seamless vertical handovers, timely information is required to make precise characterization of the network conditions [2]. According to this, appropriate actions are taken by the link layer triggers that are used at the MAC layer and communicate to a Media Independent Handover Function (MIHF) [3] of IEEE 802.21- a handover management functional module, or to a network control layer protocol. Link layer information is very important to layer 3 and above entities to have better handover performance, as the initiation and execution of rapid mobile IP procedures [4]. 
	When MIH is used with a host-based mobility management protocol, like MIPv6, it adds signalling overhead in the air interface. That’s why, recently IETF [5] standardized a newer network-based localized mobility management protocol, that is called Proxy Mobile IPv6 (PMIPv6) [6]. The IEEE 802.21-assisted PMIPv6 design makes use of the services of the MIHF in order to reduce handover delay. 
	This paper is focused on improving the handover performance in real time services during vertical handovers between WiMAX – IEEE 802.16e and WLAN – IEEE 802.11b networks. Contributions of the work presented in this paper are: analysis of the vertical handover latency of the VoIP real time service comparing the current 802.21-assisted PMIPv6 design with the host based MIPv6 protocol; improvement of the vertical handover latency for VoIP G-711 real time service between WiMAX and WLAN networks; analysis of the velocity influence on the vertical handover latency using MIPv6 and PMIPv6 protocols. 
	We fulfilled our goals using the ns-2 simulator including the 802.21 functionality by utilizing add-on modules [7] developed by the NIST – National Institute of Standards and Technology and by patching PMIPv6 protocol on it. These modules were developed for ns-2.29 version with adding and changing of numerous files in the standard release of ns-2 in order to support mobility scenarios. Among the major changes is the development of a new IEEE 802.16 add-on module, based on IEEE 802.16g-2004 standard and the mobility extension 802.16e-2005 updated in 2007, development of a new Neighbour Discovery add-on module for IPv6 and update of the existing IEEE 802.11 MAC implementation.
	The 802.21 add-on module consists of the MIHF (Media Independent Handover Function) implementation based on draft 3 of IEEE 802.21 specification. Draft 14 is the last draft of IEEE 802.21 specification, but the differences between draft 3 and draft 14 are not relevant for our research work in this paper. MIHF and MIH users are implemented as Agents. Agent presents a class defined in ns-2, extended by NIST that permits communication with both the lower layers – MAC and the higher layers – MIH Users. Currently ns-2 supports WiMAX (802.16), WLAN (802.11), and UMTS and Ethernet (802.3) technologies. For the work in this paper we used only WiMAX and WLAN technologies. Furthermore for the purpose of this paper we installed a patch with the PMIPv6 protocol on the explained module of NIST, because the only protocol that is implemented in the NIST add-on module is MIPv6.   
	The remainder of this paper is organized as follows. Section 2 provides general explanation of the MIPv6 and PMIPv6 protocols. Section 3 describes our simulation scenario and presents the novel approach to measure the vertical handover latency and presents the results of the simulations. The results for MIPv6 and PMIPv6 are discussed and comparisons are made in order to obtain performance improvement by using the PMIPv6 protocol. Section 4 gives a result analysis and concludes the paper. 
	II. MIPv6 and PMIPv6 Operations
	A. MIPv6
	Mobile IP enables mobility of IP hosts permitting them to utilize two IP addresses: a home address that stands for the fixed address of the node and a care-of address (CoA) that changes with the IP subnet on which is attached the mobile node. MIPv6 operation is shown in Figure1. In MIPv6 [8], home agents (HA) don’t solely deal with the address mapping, but every correspondent node (CN) can have own binding cache to store home address and care-of address pairs. This fact enables route optimization, where CN can send packets directly to a MN when CN has a latest entry for the MN in its binding cache. Mobile node must give signals of the matching changes to its home agent and correspondent nodes during a handoff to another IP subnet. IP subnet is a part of the networks’s computers and devices that has common designated IP address routing prefix. Because HA and CN in MIPv6 keep binding caches, binding updates (BU) – common message format is used to inform HA and CN about the changes in the attachment point. 
	Using MN’s home address the movement of the mobile node between networks is totally hidden to transport and higher-layer protocols. Durring the handover procedure, upper layer connections will be active so the handover procedure should be carried out as quickly as possible in order to minimize disruption from lost and delaying packets. Vertical handover latency occurs at the link layer level and the network layer level.
	Fig. 1. MIPv6 operation
	B. PMIPv6
	When using MIPv6 protocol we extend MIPv6 signaling and reuse most concepts of MIPv6 like HA functionality. PMIPv6 establish two new network functional elements that are named Local Mobility Agent (LMA) and Mobile Access Gateway (MAG). LMA acts as HA of the MN in the PMIPv6 domain and also has some additional functionalities that are needed for network-based mobility management. The MAG deal with mobility related signaling on behalf of the MN collocating with the access router. Tunnel is established after MAG guarantees that MN is authenticated before receiving network based mobility services [9]. With tunneling MN is able to utilize the address from its home network prefix. 
	Fig. 2. IEEE 802.21-enabled PMIPv6
	Figure 2 shows the IEEE 802.21 – assisted PMIPv6 scheme when mobile node changes its point of attachment.
	When mobile node user pass on a link, matching MAG detects this event and sends a Proxy Binding Update (PBU) with a request for de-registration of the MN to the LMA. LMA receives a PBU with a de-registration request for a Mobile Node and sends the matching Proxy Binding Acknowledge (PBA) starting a timer. Until the timer runs, LMA drops packets received for the MN. Using the timer, LMA can receive PBU from a new MAG updating the location of the MN. 
	Information server that is collocated with the LMA provides information that are very important when deciding handover operations. Information can be general information, information related to the access network, such as network cost, QoS capability, security, etc., information related to point of attachment, such as MAC addresses, proxy care-of-address, etc.
	III. Performance Evaluation
	A. Simulation Scenario
	To achieve the goals of this paper we used a network topology consisting of one WiMAX base station with coverage of 500 meters set on (600m, 500m) coordinates, one WLAN access point located on (800m, 500m) with a range of 50 meters and a Mobile Node (MN) moving from (500m, 500m) coordinates to (1000m, 500m) coordinates crossing the two networks. MN was simulated to move in a linear fashion between the start and end coordinates, so it definitely crosses the WLAN network. 
	We research in this paper just the moment when the MN is approaching WLAN access point and makes vertical handover from WiMAX coverage to the WLAN network. The scenario is illustrated in Fig. 3. CN (correspondent node) is generating a constant bit rate (CBR) traffic source, transmitting packets with a packet size of 160 bytes at 0.02 second intervals. This traffic model in ns-2 is adequate to VoIP model G.711. We use G.711 codec that is one of the three commonly used codec in Internet telephony. G.711 is applied for encoding telephone audio signal at a rate of 64 kbps with a sampling frequency of 8 kHz and 8 bits per sample.   
	We made 15 simulation runs with ns-2 random generator to get the average results for vertical handover latency while MN moves with specified speed. We repeated these runs for each of the 6 different speeds that we tested. We changed the speed of the MN from 10 to 100 km/h (10, 20, 40, 60, 80 and 100 km/h) to compare the influence of the speed on the vertical handover latency of the PMIPv6 protocol compared with MIPv6 protocol.
	Fig. 3. Simulation scenario 
	We define vertical handover latency in our specific case of vertical handover between WiMAX and WLAN network as the time difference between the moment when MN’s MIH Agent is notified that the CN has been informed of MN’s new location through receiving the Ack message sent from CN’s MIPv6 Agent and the moment when MIH Agent in the MN receives the event Link Detected and commands MN’s WLAN interface to connect to the AP. It is elapsed time from the moment when a Mobile Node initiates vertical handover between WiMAX and WLAN in our case by sending a request, until the moment when the Mobile Node (MN) is able to receive packets from the Correspondent Node (CN).
	B. Simulation Results
	In the simulated scenario MN starts to move at (500m, 500m) coordinates having VoIP G.711 real time service using WiMAX coverage and at (750m,500m) coordinates it approaches the WLAN network. In that moment WLAN interface of the MH starts detecting 802.11 beacons and triggers a Link Detected event when the received power of the beacon signals is above the threshold value. MIH Agent in the MN after receiving Link Detected commands MN’s WLAN interface to connect to the AP. This is the starting moment of the vertical handover process between the WiMAX and WLAN networks. At the ending moment of this process that we have researched, MN’s MIH Agent redirects CBR traffic from the WiMAX interface (3.0.1) to the WLAN interface (4.0.1)
	Previously defined vertical handover latency between WiMAX and WLAN coverage is calculated using the simulator for taken speeds of the MN in the range from 10 to 100 km/h. The results are presented in Fig. 4. It is obvious that the vertical handover latency is increasing as the speed of the MN increases. Because we have make before break vertical handover performance VoIP connectivity remains without disruptions. We can prove that we the results for vertical handover latency in Fig. 4. They are all below 200 ms, which gives satisfying results for quality of VoIP service. According to [10] a delay of 150 ms and 200 ms is acceptable for low and high quality voice, respectively in wireless networks.
	Fig. 4. Comparison of VHO latency results for VoIP using MIPv6 and PMIPv6 protocol
	Using the newer PMIPv6 we improved the results for vertical handover latency. It is clearly showed in Figure 4. Table 1 displays the improvement of the vertical handover latency of the VoIP service using PMIPv6 instead of MIPv6 protocol. We can conclude from Table 1 that the improvement of using PMIPv6 protocol is greater when Mobile Node is moving with lower speeds. However, in both mobility management scenarios, vertical handover latency increases with the increasing of the MN’s velocity. Our obtained results prove that if we use PMIPv6 protocol for real time services like simulated VoIP in our case, we can get better vertical handover latency results instead of those with MIPv6 protocol, when mobile node makes vertikal handover from WiMAX to WLAN network.
	TABLE I
	Improvement of the vho latency
	MN’s velocity [km/h]
	Vertical handover latency [ms] – MIPv6
	Vertical handover latency [ms] – PMIPv6
	Impro-vement [%]
	10
	92,963
	57,045
	38,64
	20
	109,362
	61,194
	44,04
	40
	131,347
	77,595
	40,92
	60
	138,636
	111,056
	19,89
	80
	148,47
	141,322
	4,81
	100
	182,591
	155,736
	14,71
	IV. Conclusion
	Voice over Internet Protocol (VoIP) is facing many challenges in its deployment in heterogeneous networks. One of the challenges is the vertical handover latency during the vertical handovers between WiMAX and WLAN networks. If we do not improve the results of this latency, it can degrade the performance of the VoIP when changing the wireless networks.
	In this paper we investigated the handover performance of a MS served with VoIP traffic during the vertical handover between WiMAX and WLAN. We examined the performances of newly adopted PMIPv6 protocol, which is a network-based mobility management protocol and compared with the host-based MIPv6 protocol. With the assistance of the IEEE 802.21 MIH services we practically showed that PMIPv6 improves the vertical handover latency of VoIP traffic during the vertical handover process between WiMAX and WLAN. This is because PMIPv6 performs better when assisted by the MIH services by reducing the signaling steps during the actual handover process compared with MIPv6. Hence, we decreased vertical handover latency for VoIP traffic and contributed to better QoS of real time services during vertical handovers between heterogeneous networks. 
	Furthermore we investigated the influence of the velocity of the MN on both MIPv6 and PMIPv6 protocol. In both cases we showed that the influence of the speed of the mobile node is noticeable and that increasing the speed we increase the vertical handover latency between WiMAX and WLAN. We found out that improvement of the vertical handover latency using PMIPv6 protocol is better at lower MN’s velocity. 
	For future work, IEEE 802.21 MIH services may be focused on decreasing the influence of the speed on the vertical handover latency using PMIPv6 protocol in order to get even better results for real time services, because they are sensitive to handover latencies.   
	References
	[1] IEEE P802.21-2008, “Standard for Local and Metropolitan Area Networks: Media Independent Handover Services,” IEEE, January 2009.
	[2] S.-J. Yoo, D. Cypher, and N. Golmie, “Timely effective handover mechanism in heterogeneous wireless networks,” Wireless Personal Communications,vol. 52. no. 3, pp. 449-475, 2008.
	[3] IEEE Std 802.21-2008, “IEEE standard for local and metropolitan area networks-part 21: media independent handover services,” January 2009.
	[4] L. Dimopoulou, G. Leoleis, L.S. Venieris, “Fast Handover Support in a WLAN Envrionment: Challenges and Perspectives”, IEEE Network, Vol.19, No.2, pp.14-20, 2005.
	[5] The Internet Engineering Task Force (IETF), http://www.ietf.org/.
	[6] S. Gundavelli, K. Leung, V. Devarapalli, K. Chowdhury, and B. Patil, “Proxy mobile IPv6,” IETF rfc-5218, August 2008.
	[7] NIST ns-2 add-on modules for 802.21 (draft 3) support, http://www.nist.gov/itl/antd/emntg/ssm_tools.cfm.
	[8] X.P. Costa, M.T. Moreno and H. Hartenstein, A Performance Comparison of Mobile IPv6, Hierarchical Mobile IPv6, Fast Handovers for Mobile IPv6 and their Combination, Mobile Computing and Communication Review, 2003, Vol. 2, no.4.
	[9] L.A. Magagula, O.E. Falowo, and H.A. Chan, Enancing PMIPv6 for Better Handover Performance among Heterogeneous Wireless Networks in a Micromobility Domain, EURASIP Journal on Wireless Communications and Networking, Volume 2010, Article ID 274935, 13 pages.
	[10] IEEE 802.20 Working Group, “Mobile Broadband Wireless Access (MBWA),”ITU-T Recommendation Y.1541, Network Performance Objectives for IP-Based Services. ITU-T Recommendation Y.1541, Network Performance Objectives for IP-Based Services, http://www.ieee802.org/20/

	WC II -4- R080_novo.pdf
	Packet Length and Transmission Power Adaptation for Energy-efficiency in Low-power Wireless Communications
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	Abstract – We analyze how packet length and transmission power influence energy per transmitted bit of data in low-power communication between two neighbouring wireless sensor network nodes. We find that optimal transmission power level and packet length exist for every channel condition and control data overhead that minimize energy per transmitted bit of data. Compared to transmissions of short packets with maximal available transmission power level our approach shows more than 60 % of energy savings, when CC1000 transceiver is used.
	 Keywords – Energy-efficiency, low-power transmitter, packet length adaptation, transmitter power control, wireless sensor networks.
	I. Introduction
	Wireless sensor networks (WSN) are communication systems that usually consist of battery-operated, low-power devices. At current technological level, WSN transceivers consume up to two orders of magnitude more power than other parts of WSN devices. Therefore, WSN communication energy-efficiency improvement is important.
	Transmission power control (TPC) [1] is a general approach to adapt signal level to channel conditions and minimal receiver sensitivity requirement. TPC can be performed at network level by providing single power level for all nodes, at node level by setting single power level for each neighbour of a node, and at packet level by setting appropriate power level for each single packet at a node. It is shown experimentally in [2] that per-packet-TPC can significantly improve energy-efficiency by adapting transmission power to certain level of packet reception rate (PRR). State-of-the-art in TPC domain still focuses on single power settings: it is possible to set transmission power within some range with coarse resolution. For example, transceivers CC1000 and CC2420 [3], support transmission power settings from -20 dBm to 5 dBm, and from -25 dBm to 0 dBm, respectively, with 1 dB step.
	Basic measure of energy-efficiency in communications is energy per transmitted bit, Eb. Given that the packet length, l, is a sum of control data length, lc, and information data length, energy per transmitted information data bit, excluding control bits, is Eb-data = Eb l/(l-lc). It is shown in [4] that Eb-data-min exists for some optimal packet length, lopt, l ≥ lc, and that lopt
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	depends on lc. In WSN communication it is usually assumed that packet lengths are very short, e.g. in IEEE 802.15.4 standard [5], maximal packet length is limited to 127 bytes and all reference values are given for 20 byte (B) long test packets. Proprietary protocols do not limit maximal packet length but they assume very short packets.
	In this paper, we analyze how joint TPC at packet level and packet length optimization improve energy-efficiency. Transmission power and number of retransmission attempts are related, so that a trade-off is needed to achieve optimal transmission power that minimizes energy per transmitted bit. We consider optimal transmission power and optimal packet length under various channel conditions and different control data overheads.
	We compare energy-efficiency of optimally set transmission power and packet length (OptTPPL) against three cases of 20 B long test packet transmissions: first case, transmission power is set to maximal available level, MaxTP; second case, transmission power is set to corresponding receiver sensitivity of 1% packet error rate (PER), 1%TP; and third case, transmission power is set to optimal PER, OptTP.
	This paper is organized as follows. Section 2 describes communication system model. Section 3 presents results of numerical evaluation and provides comparison results. Section 4 concludes the paper.
	II. System Model
	Transmitter uses Eb = PtxTb energy to transmit a bit. Here, Ptx is total power used by transmitter, which produces Ptx-out at the output of the power amplifier (PA). Tb is bit duration. The class of PA used determines Ptx dependence on Ptx-out. We employ generic power consumption model that describes low-power transmitters [6]:
	 (1)
	where P0 is a constant and α can vary. P0 is a power consumed by transmitter electronics irrespective of the output power and α ranges from αmin to αmax, reached for Ptx-out-min and Ptx-out-max, respectively. Wireless channel causes signal attenuation, L, which can be calculated as a difference of measured signal level at the transmitter (TX) and receiver (RX) front-ends. To measure signal level at RX front-end, most of available low-power transceivers provide received signal strength (RSS) output. We suppose that L can be estimated at TX after receiving RSS value measured at RX, and consider single-user communication model with L available to transmitter and receiver. Let Prx-in be power at the RX front-end, obtained as RSS output. In [7], Ptx is expressed as a function of Prx-in and provided here for convenience
	,
	,
	where E is the TX supply voltage, S is the signal level at the RX front-end, Rant is equivalent TX antenna impedance, pPA is power used by PA, and ρPA is a coefficient that depends on E, S, and Rant. By substituting Prx-in for S, we obtain TX power
	 (2)
	where k is a constant.
	Relationship between bit error probability (BER), pb, and received SNR, Eb-rx/N0, where Eb-rx is the average energy of signal and N0/2 is two sided noise spectral density, is given by γ function for each particular modulation, depending on type of communication channel [8]. Here, we employ γ function for BFSK modulation with non-coherent detection, often used in low-power communications, over AWGN channel.
	 (3)
	 (4)
	Suppose that BER, pb, is i.i.d. in a packet of length l. Then PER, pp, can be calculated as 
	 (5)
	Switching (4, 5) into (3) we get 
	. (6)
	It is shown that the proposed model represents an overestimate of real pp [9].
	Supposing Bernoulli packet transmission model with pp probability of incorrect packet reception and 1-pp for correct packet reception we obtain an average number of transmissions per packet for successful packet transmission
	. (7)
	Since bits contained in a packet have the same retransmission probability as the packet, retransmissions increase total energy per successfully transmitted bit to 
	.
	We consider only retransmissions caused by signal attenuation. We do not consider packet collisions because they depend on the MAC protocol design. Analogously, we do not consider energy required for MAC management packets, e.g. RTS/CTS/ACK packets.
	Substituting (6) into (2), Ptx becomes
	 (8)
	Eb-total(pp,l) is
	 (9)
	Another energy-efficiency measure is total energy used per information data bit, Eb-data-total(pp,l),
	 (10)
	III. Numerical Analysis
	We perform numerical evaluation of (9) and (10) to focus on discussions of the selection of parameters. Numerical evaluation is based on real transceiver parameters of CC1000 transceiver. Its parameters for Manchester mode and operation frequency 868 MHz are presented in Table I. 
	TABLE I
	CC1000 parameters
	Parameter
	value   
	Ptx-out
	[-20, -19,…, 4, 5] dBm
	Ptx-min
	25.8 mW
	Ptx-max
	76.2 mW
	r
	[0.6, 1.2,…, 38.4, 76.8] kbps
	We assume r = 19.2 kbps with receiver equivalent band-pass filter set to 30 kHz. Since, measurements over low-power wireless links described in [10] reveal an average noise level of -105 dBm over that band, we assume N0 = 1.054*10-18 J.
	First, we analyze Eb-total as a function of l and pp and plot  Fig. 1, for channel attenuation 94 dB.
	Fig. 1. Eb-total(pp, l) for L = 94 dB
	Ranges for l and pp, where we expect that Eb-total-min is located, are l = [10, 20, …, 4500, 50000] bit, and pp  = [10-5,…,0.2]. We check 125 values of l and 84 values of pp. Due to the shape of the function, Eb-total-min and pp-opt exist for any packet length within operating range while Eb-total monotonically rises with packet length, for any packet error probability.
	To see how pp deviation from pp-opt affects energy consumption, we plot relative Eb-total deviation from Eb-total-min, (Eb-total -Eb-total-min)/Eb-total-min, for different l, Fig. 2. Two slices and graph projection on (pp, l) plane are shown. Ten percent slice and corresponding graph projection show the (pp, l) region of up to 10% higher energy consumption relative to Eb-total-min, if parameters are not set optimally. Optimal power setting may not be possible because power cannot be set sufficiently accurate, for instance, because of estimation error of L. Therefore, we show up to 1% and up to 10% energy waste regions for (pp, l). 
	Fig. 2. Eb-total relative to Eb-total-min for L = 94 dB; (pp, l) areas in which Eb-total is within 10% and 1% of Eb-total-min
	To see how l affects Eb-total-min we plot Eb-total-min(l) for different channel attenuations, Fig 3. We find that Eb-total-min increases with l faster if channel attenuation is larger. For instance, Eb-total-min(5000) is [1.9, 9.9, 13.8, 18.1, 22.7]% greater than Eb--total-min(30), for channel attenuation [70, 86, 90, 94, 98] dB, respectively.
	Fig. 3. Eb-total-min dependence on l for different channel attenuations
	On Fig. 4, we plot pp-opt dependence on l for different L to see how changes in l affect navr. As expected, pp-opt and navr decrease with l. For instance, navr(l = 5000) is [0.04, 0.8, 1.2, 1.8, 2]% smaller than navr(l = 30), for channel attenuation [70, 86, 90, 94, 98] dB, respectively. 
	Fig. 4. pp-opt dependence on l for different channel attenuations
	Eb-data-total dependence on l and pp is plotted on Fig. 5, for channel attenuation 94 dB and control data length 20 bits. We find Eb-data-total-min = 2.8784 μJ for l = lopt = 700 bits and pp = pp-opt = 0.03. We also plot Eb-data-total relative deviation from Eb-data-total-min, (Eb-data-total -Eb-data-total-min)/Eb-data-total-min, when l and pp are not set optimally, Fig. 6. 10% and 1% graph projections on (pp,l) plane show the areas of up to 10% and 1% energy waste, respectively.  
	Fig. 5. Eb-data-total(pp,l) for L = 94 dB, lc = 20 bits
	Fig. 6. Eb-data-total relative to Eb-data-total-min depending on pp and l for L = 94 dB and lc = 20 bits
	To see how Ptx and l should be set for transmission energy minimization depending on varying channel attenuation and variable lc, we plot Eb-data-total-min, lopt and Ptx-opt for different L and lc, on Figs. 7, 8 and 9, respectively. Eb-data-total-min increase with channel attenuation and control data length. Optimal packet length increases with lc and decreases with L, while optimal power increases with both L and lc.
	We compare energy-efficiency of MaxTP, 1%TP, OptTP, OptTPPL transmissions. Taking into account proprietary MAC protocols for low-power communications [11] and IEEE 802.15.4 std. we suppose PHY and MAC control data are around 15 B. Therefore, we adopt this value for a single packet transmission and 5 B data payload for test packet. We plot energy per bit reduction of 1%TP, OptTP, OptTPPL relative to MaxTP, e.g. (Ptx-MaxTP-Ptx-OptTP)/Ptx-MaxTP, for different channel attenuations, Fig. 10. 
	MaxTP and 1%TP values are obtained numerically according to (9) and (10) while OptTP and OptTPPL values are obtained by numerical evaluation of (9) and (10) minima, respectively. 
	Significant energy savings, ranging from 10% to 68% for channel attenuations ranging from 98 dB to 70 dB, can be made when 1%TP or OptTP transmissions are used while OptTP slightly outperforms 1%TP. 
	Fig. 7. Eb-data-total-min for different L and lc
	Fig. 8. lopt for different L and lc
	Fig. 9. Optimal Ptx-opt settings to achieve minimal Eb-data-total-min for different L and lc
	Fig. 10. Energy per bit consumption for different TPC techniques relative to full power transmission 
	OptTPPL achieves power savings ranging from 60% to 85% for channel attenuation ranging from 98 dB to 70 dB. TPC and packet length optimization used cooperatively, outperform TPC used alone, by 20% to 50%, for channel attenuation ranging from 98 dB to 70 dB.
	IV. Conclusion
	This paper presents an energy consumption model for low-power wireless transceivers as a function of transmitter power and packet length. Both variables can be set optimally, minimizing energy per bit of data, for any channel attenuation and control data overhead. Up to 85% energy can be saved compared to full power transmission of short packets. There are two limits to this approach: output power in existing transceivers is set with coarser resolution than necessary;  typical packet length is shorter than optimal. The  regions corresponding to 1% and 10% energy-waste are shown.
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	Abstract – This paper presents channel capacity evaluation considering maximal-ratio combining (MRC) technique. New expressions for capacities over Rician fading channel with MRC diversity case for channel inversion with fixed rate and truncated channel inversion adaptation policies have been derived in proposed analysis. At the end of the paper, the figures are presented and the obtained results are discussed.
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	Channel estimation is a challenging problem in wireless systems. Unlike other media, the radio channel is highly dynamic. The transmitted signal travels to the receiver undergoing many detrimental effects that corrupt the signal and often place limitations on the performance of the system. Transmitted signals are typically reflected and scattered, arriving at receivers along multiple paths. Also, due to mobility of transmitters, receivers or scattering objects, the channel response can change rapidly over time. Most important of all, the radio channel characteristics are highly random and environment dependent. Multipath propagation, mobility and local scattering cause the signal to be spread in frequency, time and angle. These spreads, which are related to the selectivity of the channel, have significant implications on the received signal. Channel performance estimation is directly related to these statistics. Different techniques are proposed to exploit these statistics for better channel estimates [1].
	To diminish the severe multipath fading in wireless communications, diversity combining schemes are used. Basic concept of diversity is that two or more radio paths carry the same information. When one path is in fading condition, often the other path is not undergoing a fade. These separate paths can be developed by having two channels separated in frequency, space or time [2].
	There are several principal types of space diversity combining techniques which essentially depend on the complexity restrictions put on the communication system and the amount of channel state information (CSI) available at the receiver. The most popular are maximal-ratio combining (MRC), equal-gain combining (EGC), switch and stay combining (SSC) and selection combining (SC). MRC is optimal combining technique in the sense that it gives the best performance regardless of the fading channel statistics [3].
	Additionally, adaptive transmission is another way of diminishing fading influence on wireless links. The concept of adaptive transmission assumes accurate channel estimation at the receiver and a reliable feedback path between that estimator and the transmitter [4].
	There are numerous published papers related to the study of channel capacity evaluation. The capacity of Rayleigh fading channels under different adaptive transmission and different diversity combining techniques was studied in [5-8].
	This paper investigates the capacity of Rician fading channels under two adaptation policies, complete channel inversion with fixed rate and truncated channel inversion with fixed rate policy. The presented analysis includes arbitrary values for the Rician k factor. Based on analytical analysis, some numerical results are provided pointing out the effects of the Rician parameter, diversity order and average signal-to noise ratios (SNRs) on the capacity.
	II. Rician Fading Model Channel
	A. Maximal-ratio combining technique
	This paper considers L-branch MRC diversity system operating in Rician fading environment. MRC is the optimal diversity scheme and it provides the maximum capacity improvement relative to all combining techniques [2]. In the case of MRC method, the diversity branch signals are cophased (phase aligned) and weighted according to their individual SNRs and then summed [9]. On the other hand, the Rice distribution is often used to model propagation paths consisting of one strong direct line of sight (LOS) component and many weaker random components [10].
	B. Complete channel inversion with fixed rate policy
	Let ( denote average SNR and (k denote SNR on the k-th input branch. If we assume that (k=( for all, the probability density function (PDF) of the received SNR following a MRC, can be expressed as [11]:
	    (1)
	where L represents the number of diversity branches and represents the modified Bessel functions of the first kind [12, eq. (8.406.1)]. In the following calculations, we use the series representation of Iν(.) [12, eq. (8.440)]:
	,               (2)
	where  is the Gamma function [12].
	When (2) is substituted in (1), we get:
	. (3)
	This paper considers channel capacity when the fade level is known at the transmitting and receiving point. That is achieved via receiver estimation and receiver feedback when the transmitter adapts its power, data rate and coding scheme to the channel variation [4].
	If the transmitter wants to adapt its power to maintain a consistent SNR at the receiver, it has to invert the channel fading. This is done using fixed-rate modulation and a fixed code design. As a result, channel inversion with fixed rate is the least complex technique for implementation, assuming good channel estimates are available at the transmitter and receiver.
	The channel capacity using this technique is given as [8]:
	,             (4)
	where B (Hz) is the channel bandwidth.
	Complete channel inversion with fixed rate policy is adaptation technique based on inverting the channel fading. It is the least complex technique to implement assuming that the transmitter on this way adapts its power to maintain a constant SNR at the receiver. On the other hand, this adaptation policy suffers a significant capacity restriction, compared to other techniques. The reason is that the deep channel fades need to be compensated with large amount of transmitted power.
	After the equation (1) is substituted in (4) and the relation [12, eq. 6.643.1] is applied, (4) becomes:
	,(5)
	where Mk,m(z) is the Wittaker's function.
	C. Truncated channel inversion with fixed rate policy
	Truncated channel inversion or modified inversion policy is another approach to overcome significant capacity restriction due to deep channel fades. This approach inverts the channel fading only above the fixed cutoff fade depth γ0.
	The capacity with truncated channel inversion with fixed rate policy  is [8]:
	, (6)
	where Pout is the outage probability and γ0 is the cutoff SNR level below which data transmission is suspended. This cutoff must satisfy the equation [8]:
	.                       (7)
	Substituting (3) into (7), we find:
	,(8)
	where  is the incomplete gamma function [12, eq. 8.350-2].
	To achieve the required capacity, both transmitter and receiver have to track the channel fading level. The transmitter is the one that has to adapt its power and rate accordingly, allocating high power levels and rates for good channel conditions (large γ) and lower power levels and rates for unfavorable channel conditions (small γ). Since no data is sent when γ<γ0, the policy suffers a probability outage Pout, equal to the probability of no transmission, given by [8]:
	.   (9)
	If the eq. (3) is substituted in (9), the outage probability becomes:
	.      (10)
	Including (3) and (10) into (6), the channel capacity, when truncated channel inversion with fixed rate policy is applied, has a form:
	              (11)
	III. Numerical Results
	Based on analytical results, some numerical results have been demonstrated.
	Fig. 1 and Fig. 2 show capacities per unit bandwidth as functions of the average SNR for various values of diversity order. It is obvious that the increase in number of used diversity branches have significant effect on channel capacity, in a way that the spectrum efficiency curves improve as the diversity order increases as expected. The greatest improvement is obtained in going from a single-branch to two-branch combining case.
	Fig. 1.Capacity per unit bandwidth with different diversity orders for channel inversion with fixed rate policy
	Fig. 2. Capacity per unit bandwidth with different diversity orders for truncated channel inversion policy
	Fig. 3 presents channel capacity per unit bandwidth using truncated channel inversion policy depending on Rician factor k for different diversity orders. As the value of Rician factor increases, LOS component is stronger, thus increasing the channel capacity.
	Fig. 3. Channel capacity per unit bandwidth using truncated channel inversion policy as a function of Rician k factor 
	Fig. 4 shows channel capacity of two adaptation policies, complete and truncated channel inversion policies, for different diversity orders. The cases of diversity with one, two and three branches are presented. The case with single branch diversity shows that the capacity of the channel is significantly higher for truncated channel inversion policy compared to complete channel inversion policy. For the case of two and three diversity branches the difference between  and  is almost unappreciable.
	Fig. 4. Capacity per unit bandwidth under two adaptation policies for different diversity orders
	Fig. 5 shows that  yields a higher capacity than  for different values of Rician k factor. The difference between and  is greater for small values of parameter k. So, for environments where LOS component is evidently strong, the truncated channel inversion is a better alternative than complete channel inversion policy, for proposed MRC diversity case.
	Fig. 5. Capacity per unit bandwidth under two adaptation policies for different values of Rician k factor
	IV. Conclusion
	This paper considers capacity evaluation of the MRC system over Rician fading channels under two adaptation policies. Expressions for capacity of complete and truncated channel inversion policies were derived in closed form. Based on the expressions, numerical results are presented illustrating the influance of Rician parameter and diversity order on channel capacity values.
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	Abstract – In this paper analytical expressions for the average symbol error probability (SEP) of M-ary coherent phase-shift keying (M-CPSK) signal detection with an imperfect reference signal recovery in Hoyt fading and additive white Gaussian noise are derived. The recovery of the reference carrier is performed from unmodulated signal and assumed imperfect. The difference between the estimated phase and the received signal phase is modelled as a phase error that fallows Tikhonov distribution. Derived SEP expressions are in the form of infinite series that converge quickly. 
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	I. Introduction
	In performance analysis of M-ary coherent signal detection a perfect reference carrier recovery is often assumed. However, as the receiver is not ideal, a certain disagreement between the estimated phase and the received signal phase appears. This disagreement is a phase error and may lead to a serious degradation of system performance. During the previous period a comprehensive analysis of this problem has been performed and many scientific papers have been published on this subject. The first papers date back to early 1960s, when Tikhonov [1] first modelled the probability density function (PDF) of the phase error in a first-order phase-locked loop (PLL) (it was later shown to also be appropriate for second-order loops [2]) [3]. As an extension of the research on this topic, many authors have studied the performance of PLLs in the presence of fading and shadowing channels in single channel or diversity system [3-8]. This subject was especially of interest in M-ary coherent phase-shift keying (M-CPSK) signal detection, since the information is carried in the phase of the transmitted signal. In [4] an analysis of the detection of the BPSK and QPSK signals transmitted over the generalized (-( fading channel is presented. The reference signal is imperfectly extracted from the received modulated signal. The influence of fading is observed in both detection circuit and reference signal extraction circuit.
	In [5] the analysis of bit error rate (BER) performance of digital binary phase-shift keying (BPSK) and quaternary phase
	1Bojana Z. Nikolic is with the Faculty of Electronic Engineering, University of Nis, Aleksandra Medvedeva 14, 18000 Nis, Serbia, E-mail: bojana.nikolic@elfak.ni.ac.rs 
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	phase-shift keying (QPSK) signal detection in the Rice fading channel is presented under the assumption of non-ideal estimation of the phase of an input signal. Selective combining (SC) is performed at the reception. In [6] the phase error influence on the BER values in detecting BPSK and QPSK signals was discussed. The analysis was carried out under the assumption that the identical and statistically independent Rayleigh fading is present at receiver antennas. In [7] the derivation procedure of the general explicit analytical expression for average symbol error probability (SEP) for MPSK signal detection in the presence of Nakagami-m fading, white Gaussian noise and imperfect phase reference has been presented. Fourier series form of the Tikhonov PDF of the phase error was considered, which proved to be an excellent tool to avoid multiple numerical integrations. 
	When the PDF of the phase of the received signal is in an implicit form, all subsequent operations also lead to the implicit form solutions, which is in every further step more and more cumbersome. In order to overcome the limitations of existing solutions, Fourier series form of PDF of the phase of the received signal has been introduced [9-10]. The Fourier series form of PDF for Gaussian channel is well studied [11 and references therein]. In [11] a Fourier series form of PDF for the phase of the received signal over gamma shadowed Nakagami-m fading channel with additive white Gaussian noise is presented. 
	Hoyt fading is a general fading distribution that contains one-sided Gaussian and Rayleigh distribution as special cases [12]. It is also known in the literature as Nakagami-q fading. This fading is noticed on the satellite links, which are exposed to a strong ionospheric scintillation [13].
	In this paper analytical expressions for the SEPs of M-CPSK detection with an imperfect reference signal recovery in Hoyt fading and additive white Gaussian noise are derived. The Fourier series form of the conditional PDF of the received phase due to additive white Gaussian noise given signal-to-noise ratio (SNR) is applied. The recovery of the reference carrier is done from unmodulated signal and assumed imperfect. The difference between the estimated phase and the received signal phase is defined as a phase error that fallows Tikhonov distribution. Fourier series form of the Tikhonov PDF of the phase error was considered, in order to avoid multiple numerical integrations.
	II. System Model
	We consider MPSK signal transmission over the Hoyt fading channel. The fading is statistically independent from symbol to symbol and is constant during symbol duration. Let ( denote the received phase due to Hoyt fading and additive white Gaussian noise. The conditional PDF of that phase given the symbol signal-to-noise ratio (SNR) ( can be expressed in a form of a Fourier series as [11], [14]
	,              (1)
	where Fourier coefficients an(() are
	.   (2)
	The Gamma function is denoted by ((() [15, Eqn. 06.05.02.0001. 01] and the confluent hypergeometric function by 1F1((;(;() [15, Eqn. 07.20.02.0001.01]. After applying elementary rules of stochastic variable transformation [16] on the PDF of the fading envelope [17], the PDF of the instantaneous symbol SNR ( in Hoyt fading channel is given by
	,   (3)
	where Ik(() is the modified Bessel function of the first kind and order k [15, Eqn. 03.02.02.0001.01] and (0 is the average symbol SNR. Fading parameter is denoted by b and it can take values from the total range . However, it will be sufficient to consider only the range  [12]. Larger value of b indicates a deeper fading. 
	The average PDF of the received phase can be evaluated from
	.                         (4)
	After substituting (1)-(3) in (4) and using the relation [15, Eqn. 03.02.06.0002.01]
	,                 (5)
	one can obtain 
	,                     (6)
	where it is 
	           (7)
	and 2F1((;(;() is Gauss hypergeometric function [15, Eqn. 07.23.02.0001.01]. Expression (6) is in the form of infinite series that converge quickly. Since (5) converges very fast (summation of first six members yields the accuracy of 9 decimals), the convergence of (6) depends on the summation over counter n. However, taking into account the first 24 members of this sum gives the accuracy of 5 decimals for the final value of . 
	In practical realizations a certain disagreement between the estimated phase  and the received signal phase  appears. This disagreement is a phase error and it is expressed as . Under the assumption that the reference phase estimation is done from unmodulated carrier, the PDF of this phase error corresponds to Tikhonov distribution [3], [8]
	, .                  (8)
	where (L is the SNR in the PLL circuit (loop SNR) and can be expressed as (L=1/. The phase error standard deviation is denoted by  and it is an important design parameter of the carrier recovery circuit. Because of the further employment of (8) in calculation of SEP of MPSK signal reception, it is necessary to represent (8) in a form of a Fourier series [7]
	.               (9)
	A conditional SEP can be expressed as 
	.                      (10)
	and the average SEP can be calculated from 
	.                        (11)
	After substituting (9) and (10), (11) becomes
	.      (12)
	where it is
	. (13)
	The conditional SEP (Eqn.(12)) is in the form of infinite series with fast convergence (especially , since it is governed by Im(()).
	III. Numerical Results
	The following examples illustrate the applicability of the derived expressions. 
	In Fig. 1 the average PDF of the received phase is presented for different values of average symbol SNR. The modulation format of the received signal is 8PSK. As expected, the larger values of the average symbol SNR yield narrower PDF curve and increase the probability that ( takes values close to zero. 
	Fig. 1. Average PDF of the received phase (obtained using Eqn. (6)) for different values of average symbol SNR
	In Fig. 2, as an example, the PDF of the phase error is presented for different values of standard deviation. The curves are obtained using Eqn. (9) and first 24 members of the sum m. 
	Fig. 2. PDF of the phase error (obtained using Eqn. (9)) for phase error standard deviation
	In Fig. 3 the influence of phase error standard deviation  on the average SEP is presented for the case of 8PSK signal detection. One can notice that for larger values of (0, the irreducible error floor appears. Therefore, no increase of (0 can cause the BER to fall under the certain value. It is because some of the received bits can be wrongly detected, due to the error in PLL, even when the power of additive white Gaussian noise is approaching zero.
	Fig. 3. Influence of phase error standard deviation on SEP
	Fig. 4. Influence of fading parameter on the receiver performance
	In Fig. 4 and Fig. 5 the dependence of average SEP on the average SNR for different values of Hoyt parameter b is presented. The BPSK and QPSK signal detection are observed, respectively. The increase of value of parameter b refers to the higher fading severity, which impairs system performance. However, in the case of high phase error standard deviation and the presence of the irreducible SEP floor, the influence of fading parameter becomes negligible. 
	Fig. 6 presents the dependence of the average SEP on the average SNR for different modulation formats of the received signal. The value of the phase error standard deviation is  and fading parameter is b=0.4. The increase of the number of modulation levels brings higher error probability. For number of modulation levels greater than 4, the irreducible error floor appears in this particular environment conditions.
	Fig. 5. Influence of fading parameter on the receiver performance
	Fig. 6. Average SEP for different modulation formats
	IV. Conclusion
	In this paper analytical expressions for the SEP of M-CPSK detection with an imperfect reference signal recovery in Hoyt fading and additive white Gaussian noise were derived. The Fourier series form of the conditional PDF of the received phase due to additive white Gaussian noise given signal-to-noise ratio (SNR) was applied. The recovery of the reference carrier is done from unmodulated signal and assumed imperfect. The difference between the estimated phase and the received signal phase is defined as a phase error that fallows Tikhonov distribution. 
	The presented examples illustrate the applicability of the derived expressions.
	In the paper we traced the influence of the imperfect reference signal recovery, fading severity and average signal-to-noise ratio on the receiver performance. We also gave SEP performance for different modulation formats of the received signal. The increase of the number of modulation levels brings higher error probability and the irreducible error floor.
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	4th of January 2011 Solar Eclipse Induced Disturbances in VLF Radio Waves Propagation
	Paul Dolea1, Octavian Cristea2, Vlad Dascal 1, Tudor Palade 1
	Abstract – This paper illustrates the experimental results regarding VLF radio wave propagation, obtained during the partial solar eclipse in January 4th 2011. Two VLF transmitters were monitored using a VLF receiver equipment prototype. The data collected revealed strong disturbances of the VLF radio wave propagation during the partial solar eclipse.
	Keywords – VLF radio wave propagation, solar eclipse, ionosphere disturbance.
	I. Introduction
	Long distance propagation of VLF radio waves is improved due to the reflection of the radio waves by the F Layer (200-250 km altitude) and is diminished by the absorption of the radio waves, passing through D and E layers of the ionosphere (60 – 150 km altitude) [1]. Due to the photo ionization effect, the density of the ions within the E layer of the ionosphere is higher during daytime than at night. During the daytime, the ionization process in the D layer is low, because it is the lowest region of the ionosphere (60 – 90 km altitude). After the sunset, the positive ions are recombined with the free electrons within D and E layers, resulting in the disappearance of the D layer and the reduction of the ions density in the E layer. This results in the decrease of absorption rate for the radio waves passing through this layer. Due to this phenomenon of ionization and recombination of the ions, long distance propagation of the VLF radio waves is favored during the night and not during the daytime. 
	In January the 4th 2011, a partial solar eclipse occurred over the northern part of Africa, most of Europe and north-western part of Asia. The eclipse started at 06:40:11 UT and ended at 11:00:54 UT. The moon shadowed up to about 85% of the solar disc [2]. Due to lower solar illumination of the Earth’s atmosphere, the photo ionization process is reduced, so the ionization level does not reach its average values during a normal daytime [3]. These fluctuations of the ions density in the ionosphere layers cause disturbances of the VLF radio wave propagation [4]. In order to highlight these variations, during several days, two VLF transmitters (DHO38 23.4 kHz and HWU – 21.750 kHz) were monitored using a VLF receiver equipment prototype placed in Cluj-Napoca, Romania. 
	1Technical University of Cluj-Napoca, Faculty of Electronics, Telecommunications and Information Technology, 26-28 G. Baritiu Street, 400114, Cluj-Napoca, Romania, Email: paul.dolea@ yahoo.com, dascalvlad@yahoo.com, tudor.palade@com.utcluj.ro
	2 BITNET CCSS SRL, 56 Vasile Lupu Street, 400423, Cluj-Napoca, Romania, Email: octavian.cristea@bitnet.info
	The data collected and compared with the other data revealed strong variations after sunrise, probably induced by the partial solar eclipse.
	II. The Monitoring System 
	A. The receiving equipment
	The receiving equipment used is a prototype equipment especially built for monitoring of VLF radio waves. The block diagram of the VLF monitoring system is presented in Fig. 1.
	Fig. 1. Block diagram of the VLF monitoring system
	The square loop antenna has 33 turns of insulated copper wire with a section of 1.5mm2, placed on a 0.7m side framework. The effective receiving area is approximately 16m2. The loop antenna is presented in Fig. 2.
	Fig. 2. Aerial VLF loop antenna
	The low noise amplifier (LNA) is based on the low noise Burr-Brown’s INA116 digital chip [5], especially used for instrumentation. The input impedance of the amplifier is Zin=1.2kΩ and with a voltage gain of Au=30dB. 
	The data acquisition block consists of a 24bit high resolution analog to digital converter (ADC) and a signal processing software application (Matlab, SpectrumLab, Spectran), especially designed for FFT analysis of VLF signals. The VLF monitoring equipment was installed in Cluj-Napoca, Romania. A similar device was developed by the researchers from Stanford University [6] and is designed for VLF radio wave monitoring and studies regarding the ionosphere.
	B. The monitored transmitters
	During the partial solar eclipse and the day after, the 23.400 kHz DHO38 transmitter (placed near Rhauderfehn, north of Germany) and the 21.750 kHz HWU transmitter (placed near Le Blanc, centre of France) were monitored. The exact geographical coordinates of the observer’s point and of the two VLF stations, are presented in Table I.
	TABLE I
	Geographical coordinates points of interest
	Location
	Latitude
	Longitude
	CLUJ-NAPOCA
	46˚46’N
	23˚37’E
	DHO38(23400Hz)
	53˚05’N
	7˚37’E
	HWU (21750Hz)
	46˚41’N
	1˚11’E
	The main reasons in choosing the DHO38 and HWU VLF transmitters are: the distance between Cluj-Napoca and the transmitters is large (1400-1800 km), meaning that the level of the signal reflected by the ionosphere is high; the output power of the transmitters is approximately constant and the modulation scheme used is FSK (Frequency Shift Keying); the transmitters are monitored continuously by Stanford’s Space Weather Monitor Program and all the related data from different monitoring locations is available for scientific community [7].
	In Fig. 3 it is shown the location of the points of interest and the radio path length related to the observer’s location. 
	Fig. 3. Location of the points of interest
	III. Evolution of the Solar Eclipse
	The event regarding the partial solar eclipse on January 4th 2011 was favorable for studying and analyzing changes in the ionosphere layers using radio methods. The eclipse took place in the Northern Hemisphere close to the winter solstice, when the photo ionization effect is reduced during daytime and daily fluctuations are intense and sudden. At the beginning of the solar eclipse, the angles of incidence of the solar rays with respect to the Earth’s surface were high, resulting in sudden shading and illumination of large volumes of the atmosphere. It is noteworthy that, during the days January 4th and 5th 2011, no major solar eruptions have been reported [8], so the ionospheric disturbances didn’t occurred due to solar activity.
	Relevant information regarding the partial solar eclipse in January 4th 2011 are presented in Table II and Table III. In addition to the observer’s and transmitter’s location, there is some information regarding intermediary points located between the observer’s location and of the two transmitters. The data is provided by NASA’s JavaScript Solar Eclipse Explorer [9].
	TABLE II
	Evolution of the eclipse for dh038  - cluj- napoca radio path 
	Location
	Latitude (˚)
	Longitude (˚)
	Max time (UTC)
	Obscuration (%)
	DH038
	53.08 N
	7.62 E
	8:21:21
	72.4
	1/6 d1
	52.03 N
	10.29 E
	8:22:34
	72.5
	1/3 d1
	50.98 N
	12.95 E
	8:24:07
	72.4
	1/2 d1
	49.93 N
	15.62 E
	8:26:01
	72.2
	2/3 d1
	48.87 N
	18.29 E
	8:28:15
	71.7
	5/6 d1
	47.82 N
	20.95 E
	8:30:52
	71.1
	Cluj-N
	46.77 N
	23.62 E
	8:33:52
	70.2
	In Table II, d1=1400 km represents the distance between Cluj-Napoca and the DH038 location. For this radio path, the mean value of the maximum obscuration was 71.79% and the time span into which the solar eclipse had the maximum obscuration was 12 minutes and 31 seconds. 
	TABLE III
	Evolution of the eclipse for hwu – cluj- napoca radio path
	Location
	Latitude (˚)
	Longitude (˚)
	Max time (UTC)
	Obscuration (%)
	HWU
	46.68 N
	1.18 E
	8:04:59
	61.1
	1/6 d2
	46.69 N
	4.92 E
	8:08:32
	63.5
	1/3 d2
	46.71 N
	8.66 E
	8:12:36
	65.7
	1/2 d2
	46.72 N
	12.4 E
	8:17:11
	67.4
	2/3 d2
	46.74 N
	16.14 E
	8:22:17
	68.8
	5/6 d2
	46.75 N
	19.88 E
	8:27:51
	69.7
	Cluj-N
	46.77 N
	23.62 E
	8:33:52
	70.2
	In Table III, d2=1800 km represents the radio path between the HWU transmitter and the reception point in Cluj-Napoca. The mean value of the maximum obscuration for this radio path was 66.63% and the time span into which the solar eclipse had the maximum obscuration was 28 minutes and 53 seconds. 
	The term “Obscuration” refers to the maximum value of the ratio between shaded area of the solar disk and its surface appearance, for the specified locations. Time is related to Universal Time Coordinated (UTC). Fig. 4 and Fig. 5 illustrate the correlation between the maximum obscuration and the maximum eclipse time for the two radio paths.
	Fig. 4. Maximum obscuration and eclipse for DHO38 – Cluj-Napoca radio path
	Fig. 5. Maximum obscuration and eclipse for HWU - Cluj-Napoca  radio path
	IV. The Experimental Results
	The experimental results consist of the data collected from the DH038 and HWU transmitters, in order to analyze the behaviour of the radio wave propagation, during the partial solar eclipse and the next day.  
	Fig. 6. Fluctuations of DHO38 radio wave propagation 
	Fig. 6 illustrates strong disturbances of DHO38 VLF radio wave propagation during the eclipse on January 4th 2011. The radio path between the DHO38 transmitter and the monitoring location crosses regions where the solar eclipse had maximum values in a short period of time. You can observe that, during these two days, the DH038 transmitter was interrupted for approximately 1 hour (probably for maintenance). This interruption did not affect the measurements in a major way because in the period of maximum obscuration, for this radio path, the DH038 transmitter it was still operating.
	Fig. 5 illustrates the fluctuations of HWU VLF radio wave propagation during the eclipse on January 4th and 5th 2011.
	Fig. 7. Fluctuations of HWU radio wave propagation
	During the solar eclipse there are minor disturbances of the radio wave propagation, because the mean value of the obscuration compared with the one for the first radio path is lower and the time period into which the solar eclipse had the maximum obscuration is much wider. The signal level shown in Fig. 6 and Fig. 7 are measured at the input of the ADC (0 dBu = 0.775 V RMS).
	V. Conclusion
	In this paper we tried to emphasise the importance of monitoring VLF radio transmitters during partial or total solar eclipses. The data collected from the monitoring may be useful in developing models regarding the ionization and recombination processes of charge carriers in the Earth’s upper atmosphere and even to monitor and analyze the overall structure of the ionospheric layers. Using low-cost VLF monitoring equipment, there may be some uncertainty related to the method of analysis. In order to increase the validity of the experimental data collected, for the future it’s necessary to make simultaneous monitoring and FFT analysis of multiple VLF transmitters, using identical equipments located near them and also at long distances from the VLF stations.
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	Vesna Milutinović1, Tatjana Cvetković1, Bratislav Milovanović2 and Nebojša Dončov2
	Abstract – In this paper an influence of aperture spacing and excitation parameters on shielding properties of enclosure is analyzed. Apertures are represented by two groups of two circular or two rectangular apertures placed on adjacent enclosure walls. The following effects are considered: change of distance between apertures either in horizontal or vertical directions and change of plane wave excitation parameters (polarization, elevation and azimuth). In addition, the impact of internal excitation, represented by a wire source inside the enclosure, on the outside environment is analysed for different apertures placement on front enclosure wall.
	Keywords – Enclosure, shielding properties, aperture spacing, plane wave, wire excitation.
	I.  Introduction
	Performances of electronic systems from the viewpoint of electromagnetic compatibility (EMC) dominantly depend on the existence and nature of interconnecting paths. Such paths are the coupling electromagnetic (EM) energy sources and sensitive electronic systems, in addition to EM radiation excitation characteristic and configuration of wired and dielectric structures within the system. Shielded enclosures have a major role in eliminating or reducing these interconnecting paths. The enclosure made of conductive material of suitable thickness and with different EM characteristics, has an influence on the level of EM radiation from the environment that reaches the electronic equipment, but also determines how much energy is radiated by the electronic equipment in the environment. Enclosures with more apertures are commonly used as protection for microwave printed-circuit boards (PCBs), for outgoing or incoming cable penetration, control panels, heat dissipation, airing or other purposes.
	Electromagnetic interference (EMI) shows a strong dependence on various factors like aperture patterns, their dimensions and number, as well as their orientation according to their orientation on the wall of the enclosure or a plane wave. Radiation from slots and apertures excited by interior sources in conducting enclosures is of great concern in meeting radiated EMI requirements. EMI radiation due to excitation (signal transmission cables) inside equipment cabinets is in particular one of critical issues for compliance of EMC requirement. It is recognized that these cable assemblies can be EMI sources to radiate electromagnetic field significantly. Thus one of the important tasks in telecom product design process is how to enable a prediction for EMI radiation (far-field) from equipment during product design phase [1].
	Shielding Effectiveness (SE) which is defined as the ratio of field strength in the presence and absence of enclosure is one of the major aspects of any EMC design process. Therefore, the ability to accurately estimate the SE of an enclosure can be very valuable. A wide range of techniques are available for the calculation of SE, varying from quick analytical analysis, through to experimental measurement and the numerical simulation. Recent work determined the tangential electric fields from simulations and measurements, and then applied equivalence principles to estimate the radiation from apertures [2]. The effect of aperture area on shielding effectiveness has also been studied [3]. Recent work reported in [4-6] investigated the influence of wall thickness, the aperture size, shape and number, the position of apertures, and polarization and position of incident plane wave to the shielding effectiveness of an enclosure.
	This paper presents a generalization of some studied effects – impact of aperture spacing in vertical and horizontal direction and variation of the polarization angle, azimuth and elevation of the plane wave electric field vector on the SE of rectangular enclosure. It also includes a calculation of EM field in far-field when wire excitation is applied inside an enclosure with multiple apertures on the front wall. Transmission-Line Matrix (TLM) method is used to numerically study these various effects over a frequency range up to 2 GHz. It is assumed that two groups of two apertures are placed on adjacent enclosure walls, e.g. to enable outgoing or incoming cable penetration. On the basis of obtained numerical results, conclusions are carried out from the point of effects of aperture coupling to the SE of the enclosure for the plane wave as excitation and the degree of radiation from enclosure for excitation in the form of wire calculating the level of EM emissions in far-field. 
	II. Numerical Analysis
	An enclosure with rectangular cross-section dimensions: a = 300 mm, b = 120 mm and d = 300 mm and with circular or rectangular apertures on two adjacent walls was considered for numerical analysis carried out in this paper (Fig.1). First, in order to verify used numerical TLM model for rectangular and circular apertures, SE was calculated in the centre of an enclosure by using conventional TLM approach for the case when only one rectangular aperture of dimensions l*2s = 100 mm*5 mm or circular aperture of diameter 2r = 20 mm exists on the front enclosure wall of thickness 0.5 mm. Aperture centre was at point (a/2, b/2). It can be seen from Fig.2 that numerical TLM results for SE are consistent with results obtained using an analytical procedure developed in frequency domain and based on equivalent circuit for an enclosure with one aperture [7]. A plane wave was used as excitation with the direction of propagation normal to the plane of the front wall. 
	Fig. 1. Enclosed metal enclosure with circular or rectangular apertures on the front and adjacent walls
	a)
	b)
	Fig. 2. SE in the centre of enclosure with: a) one rectangular or b) one circular aperture on the front wall, calculated by using conventional TLM approach (solid line) and analytical procedure described in [7] (dashed line)
	A. Analysis of the effect of changing the distance between the apertures in horizontal or vertical direction on the SE 
	Multiple apertures, represented by two groups of two circular or rectangular apertures placed on adjacent enclosure walls, are considered. The effect of changing mutual spacing between apertures in each group, either in horizontal or vertical direction, on SE is illustrated in Fig.3. The thickness of perfectly conducting metal walls with circular apertures of diameter 2r = 20 mm or rectangular apertures of dimensions l*2s = 30 mm*20 mm was 2 mm and 3 mm, respectively. As an excitation, a plane wave was used with the direction of propagation normal to the plane of one wall. 
	Although the aperture spacing has an insignificant effect on the position of resonance frequencies, it has a significant effect on SE of shielding enclosure at resonance frequencies. From Fig.3a it can be concluded that the SE does not change the value with variation of vertical aperture spacing at the first resonant frequency whether the circular or rectangular apertures are used. For the second resonant frequency of the shielding enclosure, the SE is changing with the distance between the apertures and change is more pronounced in the case when circular apertures are present. From Fig.3b it can be seen that the SE changes the value with changing the horizontal aperture spacing for both resonant frequencies, whether the circular or rectangular apertures are used. For horizontal spacing between the circular apertures the maximum value of SE is obtained for distance equal to the diameter of aperture. The studies of resonance behaviour are important as it can help designers to avoid resonance phenomenon in EMC design process [8].
	a)
	b)
	Fig. 3. SE in the centre of enclosure for different resonant frequencies versus: a) vertical and b) horizontal aperture spacing
	B. Analysis of the effect of changing excitation parameters (polarization angle, elevation angle and azimuth) on the SE
	Plane wave excitation parameters (polarization angle ψ, elevation angle θ and azimuth φ), considered in this subsection, are illustrated in Fig.4 for the case of enclosure with two groups of two circular (not shown in Fig.4) or two rectangular apertures on adjacent walls. The thickness of perfectly conducting metal walls with circular apertures of diameter 2r = 20 mm and rectangular apertures of dimensions l*2s = 30 mm*20 mm was 2 mm and 3 mm, respectively. The analysis is based on the concept of changing one excitation parameter while retaining the constant values of other two parameters. In all cases, the centre of the enclosure represents the point in which the effects of changing parameters are observed.
	Fig. 4. Plane wave excitation parameters
	In the first case, the polarization angle ψ of the electric field vector was changed in the interval  from 0° to 180°, with  step of 30°, while θ=0° and φ=0°. Fig.5 illustrates the dependence of SE on ψ at the first and second resonant frequency for the proposed enclosure model with rectangular or circular apertures. The shapes of SE(ψ) curves for circular and rectangular apertures at the first resonant frequency are similar, unlike the case of curves at the second resonant frequency. Maximum values of SE at the first resonant frequency are reached when ψ=90° for enclosure with both aperture types.
	Fig. 5. Dependence of SE on ψ at the first and second resonant frequency 
	In the second case, the constant values of the polarization angle ψ and azimuth φ were retained, but the position of the excitation around the enclosure was changed, i.e. the elevation angle θ was changed in the range from 0° to 180°, in steps of 30°. The dependence of SE(θ) is given in Fig.6 for a) ψ=0° and φ=0° and  b) ψ=90° and φ=0°. Fig. 6а shows that, for the polarization angle ψ=0°, the shapes of SE(θ) curves are approximately the same for the rectangular and circular apertures, both at the first and second resonant frequency, with higher reduction in the case of rectangular apertures. Maximum value of SE at the second resonant frequency is reached when θ=90°, while the value of SE at the first resonant frequency is minimum for the same angle. Fig.6b shows similar behavior of the enclosure with rectangular apertures at the first resonant frequency and the enclosure with circular apertures at the second resonant frequency, when the polarization angle is ψ=90° (maximum is for θ=90°), while the enclosure with rectangular apertures at the second resonant frequency behaves similarly as the enclosure with circular apertures at the first resonant frequency (minimum is for θ=90°).
	a)
	b)
	Fig. 6. Dependence of SE on θ at the first and second resonant frequency for a) ψ=0° and φ=0° and b) ψ=90° and φ=0°.
	The impact of changing azimuth φ on SE for constant values of angles ψ and θ is illustrated in Fig.7. The azimuth angle φ of the electric field vector was changed in an interval  -90° to 90°, in steps of 30°. The curves at both frequencies and for both aperture types overlap to a great extent. In this case, rectangular apertures reduce the SE more than circular apertures at the first resonant frequency, by approximately 70 dB, while at the second resonant frequency the difference in reduction is approximately 30 dB.
	Fig. 7. Dependence of SE on φ at the first and second resonant frequency
	C. Analysis of the impact of excitation in the form of wire on the EM field in the far-field
	The radiation out of enclosure from the Fig.1, excited by wire source, is considered in this subsection. The thickness of perfectly conducting metal walls was 2 mm. Two circular apertures with a diameter of 2r = 20 mm or two rectangular apertures of dimensions l*2s = 31.4 mm*10 mm (with the same area of 314 mm²) were placed one above the other symmetrically according to the centre of the front wall. The y-directed 12 cm long probe of radius 0.08 cm was used as an excitation, while its position within the enclosure is defined by points (15 cm, 0 cm, 5 cm) and (15 cm, 12 cm, 5 cm). Source of voltage 1 V and the internal resistance of 50 Ω is set at wire point (15 cm, 12 cm, 5 cm) while the both wire ends are connected to the x-z walls of the enclosure. The purpose of this case is to examine the role of aperture shape and aperture spacing, changed in vertical directions from 4 mm to 30 mm, on level of radiation in far-field by computing the electric field 3 m away from the apertures. 
	Fig. 8. Electrical field at 3 m distance from the front wall for different vertical spacing between: a) circular apertures – solid line, b) rectangular apertures – dashed line
	From Fig.8 it can be seen that the electric field level in far-field does not change significantly with the increase of aperture spacing whether the circular or rectangular apertures are used. With the respect of aperture shape it can be concluded that the level of the electric field is higher for having rectangular apertures. The shape of the frequency response for the EM field is the same for all the aperture shapes and spacing, indicating that the power radiated through the apertures is only a small fraction of the power delivered to the enclosure, and that there are no aperture resonances in the frequency range studied. Also, for illustration purposes electric field 3 m away from the enclosure when there is only one aperture on the front wall but with equal surface as two previously considered smaller apertures is shown in the same figure (circular aperture - dotted line, rectangular aperture - dash dotted line). For one bigger circular aperture the level of radiation out of enclosure is higher than for two smaller circular apertures placed on the front wall. This is not the case for rectangular one but this is expected having in mind the orientation of excited wire inside the box.      
	III. Conclusion
	The computation of SE in the early stage of design allows the identification of potential problems such as interference from the environment, the position of the mutual coupling aperture in the enclosure, the sensitivity of the equipment inside the enclosure, etc. EM shielding is the technique that reduces or prevents coupling of undesired radiated energy into equipment to enable it to operate compatibly in its EM environment. In this paper, the electric SE of the enclosure with apertures is numerically calculated for various issues. Firstly, the impact of changing the distance between the apertures in horizontal or vertical direction on the SE is considered. Then, it is illustrated how position of apertures in relation to plane wave affects the shielding efficiency of enclosure. Further, the effect of changing excitation parameters of a plane EM wave such as polarization, elevation and azimuth of the electric field vector, on SE of the enclosure is analyzed. Finally, the influence of the wire excitation inside the enclosure on the EM field in the far-field is investigated. On the basis of obtained numerical results appropriate conclusions are given that can help in the design of shielded enclosures. 
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	Pulse Measurements via Portable Wideband 
	Microwave Detector
	Nemanja M. Mitrovic1, Dragan D. Obradovic2, Predrag S. Manojlovic1,
	Sinisa P. Jovanovic2
	Abstract – Modern equipment for azimuth measurements of radiant source antenna perform pulse measurements. This paper presents pulse measurements on application-specific portable wideband microwave detector that is capable to measure azimuth, received signal power level, frequency, and pulse parameters. The considered power level is form -80 up to -20dBm, and frequency band from 11 up to 15GHz with resolution of 100MHz. Duration of pulses is form 500ns up to 10ms with no limits in pause time. This azimuth and pulse detector is developed for portable, small size measuring equipment that performs determination of beaming antenna parameters.
	Keywords – Digital Signal Processing, Pulse measurements, Ultra wideband systems, Control system synthesis.
	I. Introduction
	Orientation of antennas in large-scale antenna systems, such as phone or internet networks, directly affects the quality of data transmission. Antennas in such systems are often located in inaccessible areas exposed to outside weather conditions such as wind, rain, snow, etc. With aim to measure orientation of those antenna and functionality of theirs base stations is developed small size portable wideband microwave detector. The detector is capable to measure azimuth of source antenna [1] [2], transmitted signal frequency [3] [4], power level [5] [6], and pulse parameters. The hardware platform measures power level form -80 up to -20dBm, and frequency from 11 up to 15GHz with resolution of 100MHz. Duration of pulses is form 500ns up to 10ms with no limits in pause time. 
	This paper proposed pulse measuring method, digital signal processing algorithm, and gives analysis of achieved results. Pulse digital signal processing consists of measuring basic pulse parameters: pulse wide τ and pulse repetition frequency PRF [7]. For shake of measuring pulse parameters, the first
	1Nemanja M. Mitrovic is with the IMTEL (Institute for Microwave Technique and Electronic) Komunikacije AD, Boulevard of Michael Pupin 165b, 11070 Belgrade, Serbia, E-mail: nemanja@insimtel.com
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	4Sinisa P. Jovanovic is with the IMTEL (Institute for Microwave Technique and Electronic) Komunikacije AD, Boulevard of Michael Pupin 165b, 11070 Belgrade, Serbia, E-mail: siki@insimtel.com
	task of algorithm is measuring received signal power level by signal digitizer with amplitude detector. Measured received signal power level is sampling by maximal sample rate of 12.5MHz. Measuring pulse parameters is pure software task, based on measuring time between rising and falling pulse edges. Goal of this paper is detection of pulses with small rate of τ/PRF that could not be accomplished by real-time processing. Instead of real-time processing, the algorithm proposes post-processing of the samples “comb”. Only limitation of this type of processing is memory space for samples storage.
	Last task of the algorithm is preparing data for targets azimuth determination is relativization (conversion to dBm) of power levels received signals. This task is important for antennas adjustments. 
	Hardware platform that is used for analysis of azimuth and pulse measurements is described in the section II. In the third section is presented azimuth and pulse measurement method (algorithm). Numerical and graphical results and theirs discussion are given in fourth section.
	II. Hardware Platform
	The analysis of pulse measuring is performed application-specific portable wideband microwave detector hardware platform. Antennas is similar systems have the greatest impact on the overall size of the system [14]. Portability of this hardware platform has been accomplished reducing dimensions of antenna 385x350x370mm, that lead to total size of hardware platform 106x180x35mm. 
	Fig. 1. Hardware platform used for implementation of digital pulse processing algorithm  
	In similar systems, the size of antennas is much larger then a size of electronic part and is dominant in size of the entire system. A benefit of this hardware is that size of antennas and electronic set are similar size. Fig. 1 presents hardware platform used for implementation of digital pulse processing algorithm.
	To save the space, material, and time detector blocks are multiplexed. That way, instead to have two detectors, one for each antenna, there is only one detector connected via RF switch to the antennas pairs. Local synthesizer, controlled by digital processing unit, generate frequencies form 11 up to 15GHz with steps of 100MHz. Wideband microwave amplitude detector is shown on Fig. 2.
	Fig. 2. Wideband microwave amplitude detector  
	Process measuring frequency, measuring received power level, measuring pulse parameters, and preparing data for azimuth determination are basic tasks of digital signal processing unit. Frequency measuring is achieved by scanning all channels (11-15GHz in steps of 100MHz). Multiplexing detectors and involving of management the RF switchers decrease digital signal processing power decreasing sampling rate. Wideband microwave amplitude detector is measuring received signal power level. Measured received signal power level is sampling by signal digitizer, which is part of digital signal processing unit, with maximal sample rate of 12.5MHz. Preparing data for azimuth determination is relativization (conversion to dBm) of received signal power levels. This task is important for adjustments antennas. Digital signal processing unit with local synthesis is shown on Fig. 3.
	Fig. 3. Digital signal processing unit with local synthesizer
	III. Digital Signal Processing Algorithm
	Digital signal processing algorithm of pulse parameters, pulse wide τ and pulse repetition frequency PRF starts with sampling received signal power level. Goal of this paper is detection of pulses with small rate under, where PRP is pulse repetition period. Real-time pulse parameters processing with hardware platform described in section II is possible for or higher, that is experimental confirmed. The goal is measuring smallest pulse wide τ, as it is possible. That way, instead of performing real-time pulse parameters processing, we propose algorithm that used postpone processing of the samples “comb” for determination of pulse parameters. The second, postpone processing algorithm has limitation too, and they are in memory space for samples storage. Like in the first real-time algorithm, than has limitation in detection pulses with small pulse wide, the second postpone processing algorithm has limitations in detection pulses with large pulse wide. The reason is finite hardware memory space. It is common in processing large amounts of data information are stored in FLASH memory. Here, it is not appropriate since those large amounts of data information are frequently changing by each scan. Pervious limitation occur even greater potency, because samples must be stored in RAM memory space to save the processing rate. Overcome of this problem is performing described algorithm with itself limits and if it is not possible determinate PRF, since there is not enough samples in memory, repeat all algorithm with slower sampling rate. This leads to variable processing time. Note, that adaptive algorithm provide, fastest processing for pulses with higher PRF, and decrease processing performance for pulses with less PRF, exactly as it is natural. Digital signal processing algorithm for measuring pulse parameters is shown on Fig. 4.
	Fig. 4. Digital signal processing algorithm for measuring pulse parameters
	It is possible to set software limits for less sampling period according to expectation about pulse parameters range. Here exist expectations for pulse wide range.
	Heart of digital processing unit is Texas Instruments TMS320F2809 digital signal processor (DSP) that is chosen for this application since it has possibility to run firmware code form RAM memory space. Running code from RAM memory space, increase DSP processing speed. 
	IV. Results and Discussion
	Verification of pulse parameters measurement (pulse wide τ and pulse repetition frequency PRF) are accomplish on application-specific hardware platform detailed described in section II and one source of radiation. For purpose of pulse measurement analysis, source of radiation is realized as beaming antenna powered by high frequency signal generator with pulse wide modulation. All measurements are executed at source antenna frequency 13GHz. 
	Analysis is accomplish for small pulse rate . Duration of pulses is varied from 100ns up to 500ns, and analysed probability of pulses detects ability Pd. The probability of pulses detects ability Pd is defined by Eq. 1:
	                        (1)
	where n is number of detected pulses, and N is total number of transmitted pulses by source of radiation.
	Hardware platform invert signal, so on next figures pulses will be represented with low signal voltage level and pause time with high signal voltage level.
	Fig. 5. Detected pulses diagram 
	Fig. 5 presents diagram representation of detected pulses, where pulse wide and pulse repetition frequency of transmitted pulse signals from source of radiation are and. High voltage level, which represents pause time, is filled with thermal noise level around 100mV. All pulses are reconstructed, which mean pulse parameters of all pulses are quality measured. So, for the source of radiation signal with parametersand the probability of pulses detects ability is Pd = 1. 
	Fig. 6. Detected pulses diagram 
	Fig. 6 presents diagram representation of detected pulses, where pulse wide and pulse repetition frequency of transmitted pulse signals from source of radiation are and. High voltage level, which represents pause time, is again filled with thermal noise level around 100mV. There are pulses that are not detected and pulses with no valid received power level. That is result of sampling on the rising or falling edge of pulse since sampling rate is slower then pulse wide. Define proper pulses if pulse signal energy is greater than 90% of transmitted pulse energy. Now the probability of pulses detects ability is Pd = 0.83.
	Fig. 7. Detected pulses diagram 
	Fig. 7 presents diagram representation of detected pulses, where pulse wide and pulse repetition frequency of transmitted pulse signals from source of radiation are and. High voltage level, which represents pause time, is again filled with thermal noise, but with higher voltage level around 250mV. There are a lot of pulses that are not detected and pulses with no valid received power level. If define proper pulses same as in previous case the probability of pulses detects ability is Pd = 0.5.
	Results for measuring pulses with pulse wide, are not presented, since they are same as for.
	V. Conclusion
	General conclusion is that measurement of pulse parameter for pulse wide is fully accomplished applying postponed processing, compare to real-time processing where it is possible to achieve for pulses with pulse wide on the same hardware platform.
	Furthered, if define proper pulse parameter reconstruction as pulse signal energy is greater than 90% of transmitted pulse energy, pulse measurements can be achieved for pulses with pulse wide of with the probability of pulses detects ability Pd = 0.83. For pulses with pulse wide of with the probability of pulses detects ability drops double Pd = 0.5. The pulses with pulse wide, are not concern it this paper and for them we can say that they can not be detected.
	From the point of digital signal processing, it is useful to create software limits in sense of maximal pulse repetition frequency PRF and maximal pulse wide τ that is here.
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	Quasi-Static Analysis of the Square Coaxial Cable with Tellegen Bi-isotropic Material
	Zaklina J. Mancic1, Vladimir V. Petrovic2
	Abstract – The paper presents the calculation of the effective relative permittivity of the square coaxial cable with bi-isotropic Tellegen material by using the Galerkin variant of the Finite Element Method (FEM). Weak basis functions of the third order and the rectangular 2D mesh were applied. Calculation was performed for different heights of the dielectric layer. Special attention was given to the case when the cable is half-filled with dielectric. It was shown that the results for the effective relative permittivity can be approximated by a simple formula similar to the one previously reported.
	Keywords – Bi-isotropic Tellegen medium, weak FEM formulation, quasi-static analysis, square coaxial cable. 
	I. Introduction
	In [1–3] coaxial cables of a square cross-section with isotropic and anisotropic dielectric were analyzed by the use of the weak FEM formulation of the form introduced in [4]. Also, in [5, 6], the convergence of the results as the function of the number of unknowns and as the function of the approximation order was studied. In [7–9] the effects of bi-isotropy in electrostatic problems were analyzed. This paper will present the quasi-static analysis of the square coaxial cable partially filled with Tellegen medium.
	II. Description of the Applied Method 
	By inventing gyrator in 1948, Tellegen proposed a number of ways the new network element can be realized, among which is the hypothetical material (Tellegen bi-isotropic material) possessing constitutive relations of the form [10] 
	           (1)
	where .
	From those relations and basic equations for static electromagnetic fields, 
	,              (2)
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	follows that  and that, in homogeneous medium, electric scalar potential satisfies Poisson equation of the form [7],
	,                              (3)
	where
	, ,            (4)
	The analyzed structure is shown in Fig. 1. FEM calculation in this paper is performed by the use of hierarchical weak basis functions [4] of the third order, , without taking the symmetry into account. The number of elements is 512, which results in 4416 unknowns.
	Dependence of the relative effective permittivity and the characteristic impedance as the function of the relative height of the bi-isotropic material and the parameter  is studied.
	Fig. 1. Square coaxial cable partly filled with the Tellegen bi-isotropic material.
	III. Numerical Results
	All the numerical results were obtained for   and  (Fig. 1). Dependences of the relative effective permittivity, , and characteristic impedance, , on the relative height, , are shown in Figs. 2 and 3. It can be seen that for materials of higher value of the parameter , the dependence of the effective relative permittivity on the height of the layer is much less pronounced than for materials of a smaller  value.
	Dependences of the same two parameters, but on the value of parameter  are shown in Figs. 4 and  Fig. 5, for the cable completely and half-filled with the Tellegen material It can be seen that the increase of the factor  results in the decrease of the effective permittivity and increase of the characteristic impedance. 
	Fig. 2. Effective relative permittivity of the coaxial cable partly filled with Tellegen material of the height h, with  as a parameter.
	Fig. 3. Characteristic impedance of the coaxial cable partly filled with Tellegen material of the height h, with  as a parameter.
	We also observed that when the cable is half-filled with Tellegen material (i.e., when ), effective permittivity is practically equal to , where   is given with the expression (4), in a similar way as shown also in [3] for the case of a square coaxial cable halfway filled with isotropic and anisotropic dielectrics.
	Fig. 4. Effective relative permittivity of the coaxial cable completely and half-filled with Tellegen material, as a function of .
	Fig. 5. Characteristic impedance of the coaxial cable completely and half-filled with Tellegen material, as a function of .
	IV. Conclusions
	The paper presents a quasi-static calculation of the effective permittivity and characteristic impedance of the square coaxial cable partly filled with Tellegen bi-isotropic material of variable height.  The increase of the bi-isotropic parameter, , leads to the decrease of the effective permittivity and the increase of the characteristic impedance. If the bi-isotropic parameter  has a relative high value, the dependence of  effective relative permittivity on the relative height, h/b, is much less pronounced than for smaller values of . It was also shown that, when the cable is half-filled with Tellegen material, the effective relative permittivity is practically equal to the value given by a simple formula.
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	 Study of Electronically Tunable Circular Patch Antenna
	Harish Kumar1, Upadhayay M. D2., Rajeev Kanth3, Lasi Lisjeberg3
	Abstract  —   in this paper, An electronically tuned circular patch antenna with good radiation pattern is proposed and studies. patch antenna has been designed with predicted obtainable tuning range. Electronic tunablity is achieved by connecting Varactor diodes thus altering the capacitance of the patch and hence resonant frequency. Although this antenna has a low bandwidth, electronic tuning allow a large band to covered with maintaining the same narrow band operational characteristics. RT-Duroid 5880 substrate (єг = 2.3) with thickness of 0.8 mm used in this design. Proposed antenna performance is evaluated by compairing results.
	Index Terms — Circular patch, Electronically Tunable antenna, Varactor tuned.
	I. Introduction

	The considerable increase in the demanded for with small size, lightweight, high performance, low cost, low profile, ease manufacture, simple and inexpensive to manufacture using modern printed-circuit technology.  patch antenna one of most promising candidate in various communication system Microstrip antennas are widely used in wireless communication systems in high performance aircraft, space craft, satellite and missile applications, where, size, weight, cost , performance, ease of installation and aerodynamic profile are constraints, low profile antennas may be required. Presently there are many other government and commercial applications, such as mobile radio and wireless communication that have similar specifications. To meet these requirements microstrip antennas can be used. However, the main disadvantage of microstrip antennas low bandwidth (but can be improved by variety of techniques). The other drawbacks are poor polarization purity, high Q factor, spurious feed radiations, and low power handling capacity. In situations when there is no need for high instantaneous bandwidth, like frequency hopping in cell phone systems, one can improve the operating frequency range of antennas by making them tunable.  Several types of tunable antennas are reported, including dipoles [2] [3] and microstrip antennas [4], among which microstrip antennas are the most widely used as tunable antennas. Varactors [5] and shorting posts are mainly used in the tunable microstrip antennas. 
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	II. Electrically Tuned Circular Patch Antenna

	Other than the rectangular patch the next most popular configuration of the circular patch or desk. It also has received a lot of attention not only as a single element but also in arrays end. The modes supported by a circular patch antenna can be found by treating the patch, ground plane, and the material between the two was a circular cavity. As with the rectangular patch the modes that are supported primary by a circular microstrip antenna whose substrate height small (h << λ) are TMZ where z is taken perpendicular to the patch. As far as the dimensions of the patch, there are two degrees of freedom to control (length and width) for the rectangular microstrip antenna. Therefore the order of modes can be changed by changing the relative dimensions of the width and length of the patch (width to length ratio). However, for the circular patch there is only one degree of freedom to control (radius of the patch). Doing this does not change the order of modes; however it does change the absolute value of the resonant frequency of each. The resonant frequency is
	For the dominant mode is: 
	The lumped model of antenna consists of resistor, capacitor and inductor in parallel combination as shown in Fig. 1(a). This is a resonant structure; resonance frequency can be change by varying value of capacitor and / or inductor. The resonant frequency of antenna is function of susceptance. The physical dimension of the antenna is of the order of fraction of wavelength i.e. λg/2. Here λg is the guided wavelength in microstrip structure. Microstrip antenna can be made tunable by using variable susceptance, in this case it’s capacitance. In this approach a varactor diode is connected between the radiating edge of a microstrip patch and the ground plane. When a reverse bias voltage is applied to the varactor, the capacitance offered by them reactively loads the patch and changes its effective electrical length and hence its resonant frequency. As the reverse bias voltage of the varactor increases, the capacitance offered by the varactor decreases and hence the resonant frequency increases. Voltage-controlled capacitance of a pn junction can be used in tuning.
	CJ (( (VA)–n
	where n = 1/2 for an abrupt pn junction. However, n can be made higher than 1/2 by suitably changing the doping profile.  If varactor diode is operated at zero bias or a small forward bias, it effectively become a short circuit, and therefore can be used, when required to suppress a radiating mode. The proposed antenna is a circular antenna , hence three varactor are used to make this functional. These diodes are place at 90o apart. The high impedance quarter wave microstrip line is used as a bias decoupling network to bias the varactor diodes. The purpose of the bias dc- coupling network is to provide isolation between the RF signals and DC power supply. The biasing network is included in the electromagnetic simulations. Varactors are placed such that there is minimum disturbance of currents on the patch. The radiating edges of the patch have minimum current density, confirmed by electromagnetic simulation. The efficiency of the varactor-tuned microstrip patch antenna can be defined as 
	η d=(Pin-Pd)/Pin    (1)
	Where Pin is the total input power to the antenna (which includes radiated power, power lost to surface wave, and power dissipated in lossy substrate as well as power dissipated in the diode) and Pd is the power dissipated in the diode. The total input power may be found as
	Pin=1/2 Re{1/zd}  (2)
	Assuming the driving source is a 1- volt delta gap generator at the base of the probe feed. The power dissipated in the diode is given by
	Pd=1/2 ׀I׀2 Re{1/zd}  (3)
	Where ‘I’ is the coefficient of the attachment mode associated with the diode and ‘Zd’ is the diode impedance. The efficiency varies from 95% at high reverse bias to about 30% 
	Fig. 1(a). RLC equivalent of Microstrip antenna
	Fig. 1(b). Reconfigurable Circular microstrip antenna using varactor diode
	Fig. 1(c). X- band linearly polarized circular microstrip antenna: frequency is 10 GHz,  år = 2.2, dielectric thickness is 0.8mm.
	Fig. 2. Return loss graph of different resonance frequencies at different capacitances
	Fig. 3(a). Simulated E-plane pattern for circular antenna at 10 GHz
	Fig. 3(b). Simulated H-plane pattern for circular antenna at 10 GHz
	Fig. 3(c). Measured E-plane & H-plane pattern for circular antenna at 10 GHz
	at the low bias. The radar cross section area of the patch decreases as a direct consequence of the reduced efficiency of the antenna.
	III. Design Of Electrically Tuned Circular Patch Antenna

	Circular patch loaded with varactor diodes at each radiating edge can be adjusted to radiate linear polarization with the electric vector in anyone of three planes. The configuration of the proposed antenna with varactor tuning method is illustrated in Fig. 1. The proposed antenna was designed on RT-Duroid 5880 substrate (єг = 2.3) with thickness of 0.8 mm and size of 44 x 44 mm. Radius of circular patch is 5.49mm. This circular patch antenna radiates at 10 GHz [13]. The calculated input impedance of the designed circular patch antenna was 370Ω. The quarter wave matching transformer of width 0.45mm is used to match the radiating circular patch with 50ohm feed line. A high impedance quarter wave line (width 0.2mm) is used as DC feed, connected at feed line. This DC feed doesn’t affect the antenna radiation characteristics. Three varactor diodes (GMV 9821) are selected for frequency tuning. One terminal of the diode is connected at the radiating edge of the patch and other terminal is grounded. The bias to the Varactor diode is given through the DC feed network. Three varactor diodes were used at optimized positions only for making the antenna frequency tunable at different resonant frequencies without changing any other parameter and preventing the mode splitting. The all possible combination of three diodes is tried, no difference is found in polarization and in radiation pattern also. But for effective change in frequency is observed when three diodes are used simultaneously. This is why, because of uniform flow of surface current on the circular patch..
	IV. Experiment and Results

	The measured S11 results are performed by using Network Analyzer. The capacitance values of varactor diodes have varied from 0.1 pF to 1.2 pF with continuously associated the dc bias voltage from 0V to 10V.  Simulated return loss at different capacitance value is shown in fig.2. The lower and higher resonant frequencies are operating at 1.7GHz and 1.8 GHz with changing the bias voltage from 0V to 12V respectively. By varying the diode bias we are able to tune the resonant frequency of the antenna over a 50% bandwidth. Fig. 3 (a & b) shows the simulated radiation pattern at 10 GHz and fig.3(c) shows measured radiation pattern with corresponding dc bias voltage 0 V. The E-plane radiation pattern of designed antenna was found 70 offset with maximum power 8.2 dBi. The Half Power Beam width was found 800. In this radiation pattern there were two side lobes and one back lobe which was came out 17.4 dB down from the one major lobe. The H-plane radiation pattern was found 90 offset with maximum power -19.6 dBi and the half power beamwidth for this pattern was found 104.90. 
	The E and H planes simulated radiation pattern at 10GHz show the good agreement with measured radiation patterns.
	V. Conclusion

	In this paper  the resonant frequency of a patch antenna can be altered by reactive loads including varactor diodes. In this project, we report experimental results for a square microstrip patch antenna that's scattering and radiation responses are tuned by varying the bias voltage across varactor diode that is mounted between the conducting patch and ground plane. This frequency microstrip patch antenna enjoys substantially wider impedance bandwidth than the same microstrip antenna without the varactor.
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	Signal Selective Direct Positioning Algorithm of Wideband Cyclostationary Signals
	Ivan P. Pokrajac1, Desimir Vucic2
	Abstract – In this paper, we propose a one-step signal selective direct position algorithm of wideband cyclostationary signals. The proposed algorithm for signal selective direct positioning determination is based on estimation of spectral cyclic correlation matrix in frequency domain and it does not require any knowledge of the optimal time lag parameter which appears in the similar algorithms in time domain. The performances of the proposed algorithm are illustrated by the results of simulations.
	Keywords – Cyclostationary, Direct positioning, Spectral Cycle Correlation Matrix, Wideband signals, MUSIC.
	I. Introduction
	In both civil and defence oriented fields the problem of emitter location has various application. In the defence oriented fields emitter location is very important in the electronic warfare system. In civilian systems, emitter location is now in use for the localization of cellular phones, spectrum monitoring, and law enforcement. Generally, the passive source localisation methods are divided into two major groups: one-step positioning techniques (centralized processing) and two-step positioning techniques (decentralized processing). One-step techniques are based on direct position determination (DPD), the received samples from all base stations (sensors) are sent to a common central unit which jointly processes the data and estimates the emitter location in a single step. Two-step positioning techniques are based on estimation of a specified parameter such as direction of arrival (DOA) or time of arrival (TOA) of the signal. After that, the estimated parameters are then used to determine the emitter’s location. In both case, the receivers in the system for position determination of radio emitters are subject to a variety of types of electromagnetic interference and noise (Signal Not of Interest - SNOI). These SNOIs can degrade the performance of conventional systems for position determination of radio emitters when they are present at the same time and occupy the same frequency band as signal of interest (SOI). In order to overcome some limitations of the standard two-step techniques for position determination of radio emitters many signal selective algorithms have been developed.
	The first signal selective algorithm based on cyclostationary properties of the signal is proposed by W. A. Gardner [1], and named Cyclic MUSIC. Since then, many algorithms for DOA
	1Ivan P. Pokrajac is with the Military Technical Institute of MOD Serbia, Department of electronic systems, Ratka Resanovica 1a, 11000 Belgrade, Serbia, E-mail: ivan.pokrajac@vs.rs
	2Desimir Vucic is with the School of Computing, Union University, Kneza Mihajla 6, 11000 Belgrade, Serbia,E-mail: dvucic@raf.edu.rs
	estimation have been developed to improve performance of Cyclic MUSIC [2, 3]. These signal selective algorithms automatically classify signals as desired or undesired. However, these signal selective algorithms have not solved a general problem in the two-step positioning techniques, how to ensure that parameters estimated at the different sensor correspond to the same signal emitters.
	To overcome this problem, Weiss and Amar proposed in [4] a method for direct position determination of multiple radio signals, which is formulated in the frequency domain. In this proposed method, the spectral covariance matrix is estimated using subsequent blocks of signal samples (subintervals). However, these methods for one-step positioning determination can not automatically classify signals as desired or undesired. Reuven and Weiss in [5] propose the cyclic direct position determination (CDPD) algorithm for selective localization of radio emitters. The proposed algorithm is based on estimation of the Cyclic Autocorrelation Matrix (CAM) of the received signals in time domain. In order to overcome problem of the choice of the optimal time lag parameter for the CAM estimation, they propose estimation of CAM over multiple time lags. However, the proposed CDPD algorithm is designed only for narrowband signals. In order to solve the problem of the optimal time lag parameter in [6] is proposed a one-step signal selective direct positioning algorithm by exploitation of the signal cyclostationary properties of narrowband signals in the frequency domain. This proposed algorithm exploits both spectral cyclic and spectral cyclic conjugate properties of cyclostationary signals. However, the proposed algorithm is not designed for wideband cyclostationary signals.
	In this paper we propose signal selective direct positioning algorithm of wideband cyclostationary signals. The proposed algorithm is based on estimation of the spectral cyclic correlation matrix (SCCM) of the received signals in frequency domain. In this proposed algorithm we modify the cost function of cyclic angle direct position determination (CADPD) method proposed in [5].
	In order to examine the effectiveness of the proposed algorithm, computer simulations are performed to estimate position of radio emitters which use wideband cyclostationary signals.
	II. Background
	A. Wideband data model in frequency domain
	Consider K uncorrelated transmitted wideband signals  at the carrier frequencies fCk and M sensors intercepting the transmitted signals. Transmitted signals are simulated as wideband signals implying that the signal bandwidth is much greater than the reciprocal of transit time of the wave-front across the antenna array. Each sensor is equipped with an antenna array consisting of L omni-directional elements. Transmitted signals are superposed in a selected frequency sub-band fBW at central frequency fC. Position of the kth signal is denoted by the vector pk(CD ( 1. For the planar geometry D=2 and for the general case D=3. The complex envelope of the signal observed by the mth sensor is given by:
	   (1)
	where xm(n(t)(CL ( 1 is vector of signals samples, is an unknown complex scalar which represent the channel attenuation between mth sensor and kth signals, am(pk) is the array response of the mth sensor to a signal from position pk, and  is the kth signal waveform transmitted at time tk(0) and delayed by (m(pk). The vector nm(n(t) represent noise and interference signals samples observed by the array. In the temporal frequency domain, the sensor outputs can be represented as [4]:
	   (2)
	where xm(fh) is hth Fourier coefficient of the observed signal corresponding to the frequency fh, sk(fh) is the hth Fourier coefficient of the kth signal and nm(fh) is the hth Fourier coefficient of the noise and interference at the mth sensor. The hth frequency component is denoted by fh and H is the total number of spectral components for the selected frequency sub-band fBW. Note that in the case of wideband signals array response vector am(fh,pk) is dependent on frequency.
	B. Cyclostationary signal processing
	The signal x(t) is said to exhibit second-order (wide-sense) cyclostationarity if its mean value and autocorrelation 
	  (3)
	are periodical (one fundamental period T0), or polyperiodical (more incommensurate fundamental CS periods Ti) functions of time [7]. Autocorrelation of CS or polycyclostationary (PCS) signals has the Fourier series representation
	                 (4)
	where the sum in (4) is performed over all harmonics of fundamental cycle frequencies , (, n – is integer), for whom cyclic autocorrelation, defined as
	      (5)
	exists as a function of τ, and it is not identically zero. Spectral correlation density (or shortly cyclic spectrum) is the Fourier transform of the cyclic autocorrelation, i.e.
	  (6)
	The spectral cyclic properties of cyclostationary signals correspond to the spectral correlation at some frequency associated with the multiple of the baud rate, and the spectral cyclic conjugate properties of cyclostationary signals correspond to the spectral correlation at some frequency associated with the carrier frequency.
	III. Signal selective location algorithm
	In order to achieve signal selective direct positioning suppose that K( from K wideband signals exhibit cyclic property at a selected cycle frequency ( and let the other K-K( signals exhibit cyclic features at different cycle frequencies. In this case sensor outputs can be represented as:
	      (7)
	where K-K( signals, which exhibit cyclic features at cycle frequencies different from ( and any noise are lumped into the vector nm(fh). In matrix notation (7) can be represented as:
	 (8)
	where Am(fh) is the array response matrix of the mth sensor to the signals transmitted from position pk, k=1, …, K(. All information about the emitters’s position is embedded in the array response matrix.
	Under the condition that the contribution to the SCCM from K-K( signals and from any noise converges to zero as the integration time tends to infinity, the SCCM of the received wideband signal at mth sensors are given by [3]:
	       (9)
	where (.)H denotes the conjugate transpose, and where  is represent the spectral cyclic correlation matrix of the signal at the mth sensor at the hth spectral component. The selected cyclic frequency ( denotes the distance between the two spectral components  and .
	The observed signals can be portioned in the Q subintervals each with duration (T=T/Q, where T is time observation interval. The H-point DFT for each of the MLQ vectors is calculated, , q=1,…,Q. The number of points for the DFT depends on the cyclic resolution (rez=fBW/H. For better estimation of the SCCM we use Digital Frequency Smoothed Method – DFSM. SCCM are frequency-smoothed in the range  and estimation of SCCM can be expressed as:
	 (10)
	where z corresponds to the z(fBW/H frequency bin.
	The CADPD method estimator is based on exploiting the information embedded in the steering vector, regarding the emitter position. The cost function of the CADPD method in frequency domain is defined in the similar way as presented in [5]:
	        (11)
	where En(m) is an L×(L-Ka) matrix which represents the noise subspace of  at mth sensor. This noise subspace is obtained at each M sensor. In order to save the transmission bandwidth to the processing unit sensors send only matrix En(m), there is no need to send signals from the sensors outputs, as proposed in [4]. The total cost function of CADPD algorithm is a sum of the cost functions from each sensor (11), because of that emitter’s position lies at intersection of these cost functions. In the case that there is significant attenuation between sensors and emitters, the maximum of the CADPD cost function can be different from emitter’s position. In order to overcome this problem we propose modified CADPD (MCADPD) method based on the joint cost function from noise subspace obtained at each sensor:
	  (12)
	where  is an ML×M(L-Ka) diagonal matrix whose elements are the elements of the noise subspace at all sensors and A(p) is an ML×1 matrix whose elements are the elements of the arrays response at all sensors.
	IV. Simulation Results
	In order to illustrate the performance of the proposed signal selective direct positioning algorithm for wideband cyclostationary signals we performed some simulations, and some results are shown in this section. 
	In all simulation scenario it is consider four sensors placed at coordinates (-5055, -2222), (-2001, -6066), (2001, -6066) and (6333, -1251) and two emitters located at (1015, -1015) and (-1650, -2650). All coordinates are given in meter. Each sensor use four-element uniform circular antenna array spaced by a half wavelength of frequency fA=15 MHz where d denotes the distance between two adjacent antennas. Each sensor observe frequency sub-band of  at the central frequency . After down conversion observed frequency sub-and is sampled with sampling frequency fS=19.2 MHz.
	The transmitted signals are wideband BPSK. The signals exhibit cyclostationary property at cyclic frequency (1=6.4 MHz and (2=9.6 MHz. SNR for these signals are 10 dB. It is supposed that there is attenuation between emitters and sensors, b1k=0 dB, b2k=1.4 dB, b3k=3.7 dB and b4k=0 dB, k=1,2. Signal selective direct positioning is performed using estimation of the SCCM at each sensor. SCCM is frequency-smoothed over Z=50 frequencies bins. Observed interval is T=10 ms and it is portioned at Q=120 subintervals. The length of the FFT is H=2048.
	a)
	b)
	Fig. 1. Emitter’s position estimation for the cycle frequency α1=6.4 MHz: a) Contours of the CADPD; b) Mesh of the MCADPD
	Emitter’s positions estimation in the case of cyclic frequency (1=6.4 MHz and (2=9.6 MHz are shown in Fig.1. and Fig. 2. Based on shown results can be concluded that both algorithms CADPD and MCADPD can perform selective localization of radio emitters. The traditional methods such as the DPD, DOA and TDOA do not exploit the cyclostationarity property of the SOI and thus, cannot distinguish between this signal and the interference (SNOI).
	a)
	b)
	Fig. 2. Emitter’s position estimation for the cycle frequency α2=9.6 MHz: a) Contours of the CADPD; b) Mesh of the MCADPD
	Fig. 3. Emitter’s position estimation for the cycle frequency α=0 MHz: Mesh of the MCADPD
	Fig.3. shows emitter’s position estimation using MCADPD algorithm in the case when is cyclic frequency (=0 MHz. In this case the algorithm determines all two positions because it is not selected cyclic frequency different from zero. Root Mean Square (RMS) error of emitter’s position estimation against SNR is shown in Fig. 4. Position of the selected emitter is determined using estimation of SCCM. In this simulation, the overall noise is a mixture of a wideband cyclostationary interference and AWGN. As the SOI, SNOI is wideband BPSK with cyclic frequency at αSNOI=9.6 MHz. However, SOI exhibits cyclostationary properties at cyclic frequency αSOI=6.4 MHz. Both, SOI and SNOI have the same carrier frequency fC=10 MHz and the same power so that signal to interference ratio is 0dB. It is supposed that there is attenuation between emitters and sensors, b1k=0 dB, b2k=1.4 dB, b3k=3.7 dB and b4k=6 dB, k=1,2.
	Fig. 4. RMS error of position determination using the CADPD and the MCADPD estimated at selected cycle frequency (1=6.4 MHz
	Based on the results can be concluded that better results are obtained using MCADPD than CADPD, especially in the case of low SNR. Also, can be concluded that better results are obtained when SCCM are frequency-smoothed over more frequency bins.
	V. Conclusion
	Signal selective direct positioning algorithm based on cyclostationary properties of the wideband signals has presented in this paper. The proposed MCADPD algorithm is based on estimation of the spectral cyclic correlation matrix at each base station. The proposed algorithm exploits only information of angle of arrival embedded in the array response matrix. For the lower values of SNRs the proposed algorithm performance is better than CADPD method.
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	DOA Estimation using Radial Basis Function Neural Networks as Uniform Circular Antenna Array Signal Processor
	Marija Agatonović¹, Zoran Stanković¹, Bratislav Milovanović¹, Nebojša Dončov¹
	Abstract – In this paper, estimation of direction-of-arrival (DOA) of source signals employing radial basis function neural networks (RBF-NNs) is presented. The signal model used in the algorithm is based on the circular antenna array geometry. RBF-NNs are trained and tested to estimate DOAs of different number of signals in azimuth plane. The performance of the RBF-NNs is evaluated in noisy environment for various values of signal-to-noise (SNR) ratio. 
	Keywords – Circular antenna array, DOA estimation, RBF-NN.
	I. Introduction
	Direction of arrival (DOA) estimation is an important problem in modern wireless applications such as mobile communications and radar surveillance. A number of algorithms are proposed, among them the most famous are MUSIC (MUltiple SIgnal Classification) [1] and ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) [2]. The superresolution subspace based algorithms such as MUSIC and ESPRIT require extensive calculations since the eigen-decomposition of the spatial covariance matrix R is required in DOA estimation process. Also, if the number of source signals is larger than the number of antenna array elements, MUSIC and ESPRIT have no ability to resolve all DOA paths. Due to these disadvantages, they are not suitable to track users’ locations in real-time applications. On the other hand, DOA estimation based on radial basis function neural networks (RBF-NNs) [3], [4] has been proved to be much faster than subspace based algorithms, demonstrating comparable accuracy. RBF-NNs have highly parallel distributed architecture which is built of small processing units. Highly dimensional and nonlinear problems can be modelled by fast data transfer from the input to the output of the neural network model. The most important characteristic of neural networks is their generalization capability, which means they give accurate responses even for the new examples of the same modelling problem. Having universal approximation capabilities, RBF-NNs are suitable to be applied to interpolation problems. Theoretically, they can perform any  input - output  mapping  requiring  orders  of
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	magnitude less iterations for convergence compared to their counterpart multilayer perceptron neural networks (MLP-NNs) trained with the back-propagation algorithm. RBF-NNs have already been successfully applied in DOA estimation of narrowband and wideband plane waves impinging an antenna array in azimuth plane [5], [6]. A number of investigations are done for linear antenna array geometry, for different number of users in various azimuth sectors. In this work, RBF-NNs are applied to the case of DOA estimation of narrowband signals in noisy environment. Data model used in the training and testing process is based on a uniform circular antenna array (UCA) geometry which allows DOA estimation of the same resolution in all directions in azimuth. It is shown that RBF-NNs trained with the noiseless signals are able to provide accurate DOAs of different sources even when the received signals are corrupted with noise. DOA estimation is done for the case when the number of source signals is known in advance, so the post-processing procedure to obtain DOAs is not necessary in this work.
	II. Data Model
	Let’s assume that a uniform circular array (UCA) of radius r consists of N omnidirectional elements (Fig. 1). To avoid spatial aliasing, distance between adjacent elements in the UCA is taken to be half wavelength. 
	Fig. 1. Uniform circular antenna array (UCA)
	 The number of M narrowband plane waves, centred at frequency  impinges on the array from directions in azimuth. The signal received by the UCA [7], can be expressed as 
	                                (1)
	where X(t), N(t), and S(t) are given by
	                            (2)
	X(t) is a vector of antenna array outputs, N(t) denotes a noise vector since the signals incident on the antenna array elements are assumed to have some noise associated with them, and S(t) represents the vector of source signals. 
	The N x M steering matrix A to the incident source signals can be defined as
	                 (3)
	Each column of this matrix,  represents the response of the array to the mth incident source signal arriving from the azimuth angle, and can be written as follows 
	              (4)
	where  and  are azimuth and elevation angles, respectively,  is the wavenumber,  are angular positions of the antenna array elements which can be calculated as , i=0,1,..., N-1.
	If V snapshots are collected, then a N x V matrix can be formed
	   (5)
	Finally, the spatial covariance matrix of the received noisy signals can be estimated as follows
	                               (6)                           
	In Eq. 6 P stands for power matrix of the received signals,  are eigenvalues of matrix  R, is variance of the statistically independent white noise signals, and H denotes the conjugate transpose. According to Eqs. 1-5, it can be concluded that the antenna array performs the mapping  from the space of DOAs, to the space of the antenna array outputs 
	III. Radial Basis Function Neural Networks
	The architecture of a RBF-NN is shown in Fig. 2. The RBF-NN is built of a number of elementary processing units, called neurons, which are organized into layers. Every neuron in each layer in the network is connected to every neuron in the adjacent forward layer.  No connections are permitted between the neurons belonging to the same layer. Neurons communicate with each other by weighs, and they can be activated according to the received signals. Therefore, the RBF-NN is a feed-forward neural network consisted of three layers, input, output, and one hidden layer. The mapping from the input to the hidden-layer is non-linear, while the mapping from the hidden layer to the output layer is linear. Usually both the hidden layer and the output layers have biases.
	Fig. 2. Structure of RBF-NN for DOA estimation
	The mapping function depends on distance between the input vector and the centre vector. A RBFN with an n-dimensional input  and a m-dimensional output  can be represented by the weighted summation of a finite number of radial basis functions as follows
	                     (7)    
	where  is the radial basis function of x, obtained by shifting  by , L is a set of arbitrary functions and  are centres of the radial basis functions. In Eq. 7, radial basis function  is usually expressed as follows
	                                  (8)
	This function is highly nonlinear and able to provide good characteristics for incremental learning. The hidden layer of the RBF-NN is consisted of neurons with radial basis function as a transfer function. It calculates its weighted inputs with Euclidean distance weight function, and obtains its net input by combining the weighted inputs and biases. Initially hidden layer has no neurons. During the learning process neurons are gradually added. Neurons of the output layer have linear transfer function. 
	For the developing of a RBF-NN model, a set of input-output pairs is collected. In the training process the RBF-NN is supposed to learn dependencies between inputs and desired outputs. 
	The procedure is as follows:
	1) input-desired output pairs are presented to the neural network and the input vector with the greatest error is found,
	2) a neuron in the hidden layer is added with weights equal to that vector, 
	3) the output layer weights are redesigned to minimize error. 
	These steps are repeated until the network’s mean squared error (MSE) falls below the goal or the maximum number of neurons in the hidden layer is reached.
	After the training process of the RBF-NN is finished, the trained neural network is tested. It is supposed that network is now able to generalize, that means, to give accurate responses to those inputs that have not been presented to the network in the training process. The data for the test set are taken from the same distribution as the training set [3], [8].
	IV. Pre-Processing of Data for RBF-NN and Simulation Results
	Application of RBF-NNs in the area of DOA estimation is based on the inverse mapping to the one that antenna array performs. This is the mapping from the space of antenna array outputs to the space of DOAs . The input data of RBF-NN is the spatial covariance matrix R of the antenna array outputs, and DOAs of users’ signals are the RBF-NN responses. The number of neurons in the input layer depends on the R matrix dimensionality. Since R is N(N square matrix, and having in mind that NNs cannot operate with complex numbers, there should be 2N² neurons in the input layer of the network. The training process can be simplified if a way is found to reduce the number of RBF-NN inputs and, at the same time, not to lose the generality of the network [3]. When matrix R is separated into its real, Real{R}, and imaginary, Imaginary{R}, part, it can be observed that these two matrices are symmetrical with regard to diagonal. The diagonal elements of matrix Imaginary{R} are equal to zero and the absolute values of the elements of the upper triangular and lower triangular matrix, are equal. For that reason, only the upper triangular part of Real{R}, which contains N(N+1)/2 elements, and the upper triangular part of the matrix Imaginary{R} (without the diagonal elements), which gives N(N-1)/2 elements, are used to form the training and testing set for the RBF-NN. The matrix R is organized into an N² element vector b. Before it is applied to the input layer of the neural network, the input vector b is normalized with its norm
	                                   (9)
	To achieve required performance of RBF-NN modelling, the number of hidden neurons should be equal or larger than the number of neurons in the input layer [5], [6]. The number of neurons in the output layer for DOA estimation is determined by the number of users tracked in azimuth. 
	RBF-NN training and testing data are collected using previously described procedure and data model based on the uniform circular antenna array. UCA is consisted of 16 elements with the inter-element spacing of a half of a wavelength. Firstly, two users are tracked in the range of azimuth angles of [-90̊, 90̊]. The users were moving in the steps of 1̊, at different mutual distances. In the training process, they were separated by 2̊, 3̊, 5̊, 10̊, 15̊, 20̊, 30̊, 40̊, 50̊ and 60̊, respectively. Also, it is supposed that the received signals at the UCA do not contain noise. The input information to the RBF-NN is the spatial covariance matrix and the outputs are calculated DOAs of the users. The number of neurons in the hidden layer of the RBF-NN is equal to the number of neurons in the input layer.  The achieved MSE (Mean Square Error) of the RBF-NN is chosen to be of the order of. The RBF-NN is then tested for mutual distances of users that were not included in the training process. Also, the users’ signals were supposed to content white Gaussian noise. The results when two users, separated by 17̊, 23̊ and 32̊, are tracked in the range of [-90̊, 90̊] are shown in Fig. 3. It can be seen that RBF-NN results are in good agreement with the actual ones even when the noisy signal is received. Further, the simulations are done using RBF-NN model and MUSIC algorithm. The results obtained in this process are compared for different SNR values. Since the RBF-NN model was trained using noiseless data, the MUSIC results are better for SNR up to 15 dB. In is shown in Fig. 4. that the neural model outperforms MUSIC algorithm for higher SNR values in terms of RMSE (Root Mean Squared Error). 
	The next step was to train an RBF-NN to simulate movement of three users in the same range of azimuth angles. The distance between users was chosen in the similar manner as for two users’ case. The number of neurons in the hidden layer, and MSE for the training process is same as in the previous simulations. The results of the RBF-NN performance test are shown in Fig. 5. The three users were moving with the mutual distances of 17̊, 23̊ and 32̊, respectively, and neural model successfully predicted their locations. In Fig. 6, comparison with the MUSIC algorithm is presented.  The RBF-NN performance approaches the MUSIC for the higher values of SNR.
	Fig. 3. RBF-NN simulation results for two users mutually separated by 17̊, 23̊ and 32̊, SNR=15 dB
	Fig. 4. RBF-NN and MUSIC performance for different values of SNR when two users are tracked 
	Fig. 5. RBF-NN simulation results for three users at mutual distances of 17̊, 23̊ and 32̊, SNR=15 dB
	Fig. 6. RBF-NN and MUSIC performance for different values of SNR when three users are tracked 
	V. Conclusion
	Application of RBF-NNs in DOA estimation problem for tracking two and three users in the azimuth sector of [-90̊, 90̊] is investigated. Performance of the developed RBF-NN models is verified through several tests which included a set of users’ separations that have not been used in the training process. RBF-NN results are compared to the results of MUSIC algorithm and good agreement has been achieved for higher SNR values. However, for DOA estimation of more users developed RBF-NN models are able to provide accurate responses much faster than MUSIC.
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	Hybrid-Empirical Neural Model for Indoor/Outdoor Path Loss Calculation
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	Abstract – Accurate prediction the coverage area provided by a given transmitting station is crucial to the efficient design of wireless communication systems. This paper presents hybrid-empirical neural model for indoor/outdoor loss calculation as alternative method to previous propagation models. Its primary advantage is the consideration many global and local parameters influencing the EM propagation. Further, it has great simulation speed that can give good base for introducing it in applications which simulation has to be finished in certain period of time.(
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	I. Introduction
	While the wireless field has grown in scope and size, different wireless devices have gradually become a more integrated part of our everyday lives over the last decade. The Wireless World Research Forum (WWRF) envisions that this trend will accelerate in the upcoming years: by the year 2017, it is expected that seven billion people in the world will be using seven trillion wireless devices [1]. The majority of these devices interconnect people with each other and their environments. It leads to an intense interest among engineers in understanding and predicting wireless signal propagation characteristics within cities and even buildings. The knowledge of the propagation characteristics between receiver and transmitter outdoor and indoor and the interference arising from multiple users in the same area are important to the efficient design of wireless propagation systems.
	An outdoor propagation of EM wave is influenced by a large number of global and local parameters, such as relief, objects in the line of sight, clime area, atmosphere refraction index, multiple paths propagation, etc. The methods that are being used for the prediction of E field strength, whatever they are empirical, semi-empirical or static, do not take all of these parameters into account and have limitation in usage areas or accuracy due to done approximations.
	Propagation prediction for indoor radio systems differs in some respects from that for outdoor systems [2]. The ultimate purposes, as in outdoor systems, are to ensure efficient coverage of the required area and to avoid interference, both within the system and to other systems. However, in the indoor case, the extent of coverage is well-defined by the geometry of the building, and the limits of the building itself will affect the propagation. In addition to frequency reuse on the same floor of a building, there is often a desire for frequency reuse between floors of the same building, which adds a third dimension to the interference issues. Finally, the very short range, particularly where millimetre wave frequencies are used, means that small changes in the immediate environment of the radio path may have substantial effects on the propagation characteristics.
	The main difference between indoor and outdoor propagation is that in an outdoor network propagation is fairly predictable [3]. If a topographical database is used, it will be possible to really determine what will be the shape of a coverage area if a base station is put somewhere. For many reasons that's no longer feasible for indoor systems. First of all: the data bases of the propagation environment have to be very accurate. And the models that exist now for indoor propagation do not allow predicting everything. Signals may propagate through an elevator shaft. They may or may not propagate through the corner inside a building.
	The use of Artificial Neural Network (ANN) [4,5] for indoor/outdoor propagation, as alternative method to previous models, has many advantages. ANN has the capability of a functional dependence’s modeling exclusively on the basis of input data [4]. Indeed, anywhere that there are problems of prediction, classification or control, neural networks can be introduced [4,5].Neural network can be more accurate and faster then empirical and approximated models [6-8] thanks to  two its important advantages. The first is neural network architecture which is consisted of connected small processing units (neurons). In this way, neural network can be used for modeling high-distributed and high-parallel problems. The second is neural network ability to learn function dependence on the basis of solved examples rather then to learn to execute some well known function dependence. After successful learning process of neural network, it can be used not only for known examples but also for unknown examples (generalization). 
	Measured results from ITU-R P.1546 Recommendation [6,7,9] and Okamura-Hata model have been used for developing hybrid empirical-neural (HEN) model for transmitter E field level prediction in urban environment. The E values obtained by this HEN model consider the influence of buildings and foliage areas [7,8] due to EM wave is attenuated during its propagation thought urban environment by foliage areas objects (threes, plants, etc.) and by buildings that can be located at propagation path. 
	Further, measured values considering indoor propagation [2] are used to develop indoor transmission loss HEN model that  determent the attenuation of the signal through multiple walls and/or multiple floors. The connection of these two HEN models results in complex HEN model which enables indoor/outdoor propagation considering attenuation both indoor obstacles (walls, floors, etc.) and outdoor obstacles (foliages areas, buildings, etc.)
	II. Hybrid-empirical Neural Model for Indoor/Outdoor Path Loss Calculation
	A. Neural Networks Features
	Neural networks, created in imitation of biological nervous systems, consist of connected cells (neurons) which parallel process data [4]. Neurons work in unison to solve specific problems which are insolvable for standard computers systems. Typically, a number of neurons are organized in layers forming Multilayer Perceptron Network (MLP). The input layer is not really neural at all: these neurons simply serve to introduce the values of the input variables. The latest layer of neural network is output layer and its neurons give output of neural network. Other neurons, which are not connected with input or output links, are hidden neurons. The hidden and output layer neurons are each connected to all of the neurons in the preceding layer. 
	Connections between neurons feature with weights. Also, each neuron has a single bias value. The weighted sum of the inputs is formed, and the bias added, to compose the activation of the neuron. The activation signal is passed through an activation function (transfer function) to produce the output of the neuron. In this way, signals flow from inputs, forwards through any hidden neurons, eventually reaching the output neurons and forming feedforward neural network. 
	The central idea of neural networks is that network parameters can be adjusted so that the network exhibits some desired or interesting behaviour. During process of training neural network for special problem, values of weights between neural network neurons and values of neuron biases change to give expecting output for specified input. Such type of training is called supervised training. 
	B. Hybrid–Empirical Neural Model for EM Field Level Prediction in Urban Areas
	MLP network and the Okamura-Hata model for urban environment are integrated in Hybrid–Empirical Neural (HEN) model for E field level prediction in urban areas, HEN1 (Fig. 1). Mobile station height href is 1.5 m and the MLP network in the hybrid model models the function [7]:
	 (1)
	The inputs of the MLP network are centre frequency in megahertz f, distance between transmitter and receiver in kilometers d, htef base station height in meters, the Ee field level which is calculated by Okamura-Hata model, percentage of foliage areas in the propagation path pg, distance between foliage areas and transmitter in percentages rg, average height of foliage areas objects in meters hg and average height of buildings in urban environment in meters hb. The output of the 
	Fig. 1 HEN model for E filed level prediction in urban area
	Fig. 2 HEN model for indoor path loss calculation
	MLP network is predicted E field level in dB (μV/m).
	After the training process using measured results from ITU-R P.1546 Recommendation [9], the hybrid empirical-neural model HEN4-15-11 shows the best test results. The process of training, testing and simulation of proposed HEN4-15-11 model are presented in reference [7].
	C. Hybrid-Empirical Neural Model for Indoor Path Loss Calculation
	HEN model for indoor path loss calculation, HEN2 is presented in Fig.2. It calculates the attenuation of the signal through multiple walls and/or multiple floors [2]:
	 (2)
	where f is frequency in MHz, N is power loss coefficients, di is separation distance in meters between the base station and portable terminal bigger than 1 m and Lf floor penetration loss factor in dB.
	Besides the empirical formula (2), the HEN model for indoor path loss calculation consists of two MLP networks. The first MLP network is trained to model power loss coefficients, N, versus frequency f:
	    (3)
	The second MLP network is trained to model floor penetration loss factors, Lf (dB), versus frequency f and number of floors n between base station and portable terminal:
	   (4)
	The both MLP networks are trained using measured results of indoor propagation loss for office area [2]. The frequency range is [900 MHz,5.2 GHz] while the buildings with until 7 floors are considered. Due to the measurement of indoor propagation loss is time-consuming process, there are limited number of training and test samples. The MLP1 is trained by 7 samples while MLP2 is trained by 15 samples. The testing set of MLP1 and MLP 2 networks consist of 4 and 7 samples respectively. Testing results of successfully trained MLP models are presented in the Table I and Table II together with the average test error (ATE), the worst case error (WCE) and the Pearson Product-Moment correlation coefficient (rPPM). The notation of MLP models is MLPm-l1-l2-…-lm-2 where m represents layer number and l1-l2-…-lm-2 are the numbers of neurons of its each hidden layer.
	TABLE I TEST RESULTS FOR MLP1 OF POWER LOSS COEFFICIENTS, N
	MLP model 
	WCE [%]
	ACE [%]
	rppm
	MLP4-9-9
	2.0689
	0.6899
	0.9998
	MLP4-24-24
	3.9601
	1.3287
	0.9993
	MLP4-4-2
	5.5518
	2.5337
	0.9981
	MLP4-10-10
	6.6221
	1.7836
	0.9987
	MLP4-22-18
	9.6084
	2.8153
	0.9973
	TABLE II TEST RESULTS FOR MLP2 OF FLOOR PENETRATION LOSS FACTORS Lf (dB)
	MLP model 
	WCE [%]
	ACE [%]
	rppm
	MLP3-2
	3.9933
	1.9031
	0.9989
	MLP3-3
	4.2020
	1.9030
	0.9985
	MLP3-14
	7.3037
	2.2981
	0.9983
	MLP3-5
	5.4895
	2.9871
	0.9973
	MLP3-7
	9.5601
	4.7410
	0.9963
	Considering test results, selected neural model is MLP4-9-9 for power loss coefficients N and MLP3-2 for floor penetration loss factors Lf (dB). Networks MLP4-9-9 and MLP3-2 have to be trained for work in unknown conditions, namely it must generalize problem which is being solved. For this reason, their generalization level should be checked with samples that have not been used in training. First, dependence of power loss coefficients N versus frequency obtained by MLP4-9-9 compared with measured results [2] is shown in Fig. 3. Although presented measured results are not used in training MLP4-9-9 model and there is very satisfying agreement between measured and MLP4-9-9 results, it can observe the satisfying accuracy of neural model MLP4-9-9 
	Fig. 3 Power loss coefficients N versus frequency f
	Fig. 4 Floor penetration loss factors Lf (dB) versus number of floors between base station and portable terminal n
	compared with measurement. Further, Fig. 4 examines proposed MLP3-2 model results of floor penetration loss factors Lf (dB) versus number of floors between base station and portable terminal. MLP3-2 results agree very well with measured results [2] although they have not been used in training MLP3-2. 
	Considering Fig.3 and Fig.4, it can be concluded that MLP4-9-9 and MLP3-2 are with acceptable accuracy comparing with measurement. Moreover, they can generate predicted value of power loss coefficients N or floor penetration loss factors Lf (dB) very quickly and effortless unlike time-consuming and uneasy measurement. Therefore, equation (2) for indoor path loss calculation can use the predicted values of MLP4-9-9 and MLP3-2 for inputs within range of their training sets. 
	D. HEN Model for Indoor/Outdoor Path Loss Calculation Integrated in GIS-MW GeoRef Application
	HEN model for indoor/outdoor path loss calculation, HENin/out consists of HEN model for EM field level prediction in urban areas, HEN1 and HEN model for indoor path loss calculation, HEN2 (Fig. 5). The range of input parameters of proposed HENin/out model is determined by range of input 
	Fig. 5 HEN model for indoor/outdoor path loss calculation
	parameters of HEN1 and HEN 2 whiles its accuracy dependents of accuracy of HEN1 and HEN2. HEN1 predicts E field level considering the influence of all objects on the outdoor propagation trace while HEN2 calculates indoor path loss considering the dependence of all obstacles inside buildings. Integrating both HEN1 and HEN2, HEN model for indoor/outdoor path loss application gives prediction results taking into account both indoor and outdoor attenuations. 
	Thanks to its ability of easy integration in some code written in a high-level programming language, HENin/out model is used to show results of indoor/outdoor propagation in electronic map of GIS-MW GeoRef application. GIS-MW GeoRef software module is used for managing and positioning in a geo-referencing system. This module uses base of two-dimensional raster pictures forming system of unique electronic map with suitable interface for diapason of operations which can be performed in this template [10]. Results of indoor/outdoor propagation predicted by HENin/out model are presented using GIS-MW GeoRef application (Fig. 6) giving a user-friendly dimension to process of indoor/outdoor path loss prediction.
	III. Conclusion
	Broadcast systems are intended to cover an urban area from a single transmitter whose signal is in an assigned frequency channel. As a result, the system design goal is to achieve the largest possible coverage area in which the received power is sufficiently strong, even it is attenuated by many obstacles. On the other hand, one of the largest today’s market segments for wireless is indoor wireless networks. In an indoor environment, it should characterize the attenuation caused by signal path obstructions such as furnishings or other objects not distributed uniformly as well large number of multipath components. It is not surprising that wireless engineers seek for accurate tool for indoor/outdoor path loss prediction necessary in wireless system design. Measurement wireless signal is time consuming and exhausting while previous models do not consider all influences from many indoor and outdoor obstacles. 
	Neural model, trained by measured results, is effective, fast developed and easy integrated with many other applications. Proposed HEN model, that incorporates HEN models for indoor and outdoor propagation, predicts wireless signal atten- uation by many outdoor objects (buildings and foliage area) as
	Fig. 6 Simulated results of HEN model for indoor/outdoor path loss calculation presented in GIS-MW GeoRef application
	well by indoor obstacles (walls and floors). Thanks to its ability to consider many influences, prediction of proposed HEN model is more accurate while representing the results of its prediction in GIS-MW GeoRef application makes work with it more efficient and helpful.
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	Address Generation Unit as Accelerator Block in DSP
	Marko Ilić1, Mile Stojčev1
	Abstract – A wide variety of arithmetic intensive and scientific computing applications are characterized by a large number of data access. Such applications contain complex offset address manipulations. For most target digital signal processing (DSP) architectures, these memory-intensive applications present significant bottlenecks for system designs in term of memory bandwidth and memory access latencies, which can result in poor utilization of DSP computational logic. These time and space techniques require the design of optimized address generator units (AGUs) capable to deal with higher issue and execution rates, larger number of memory references, and demanding memory-bandwidth requirements. In this paper we described an efficient hardware AGU intended for fast generating memory addresses in 2D and 1D organized data memory embedded into a standalone accelerator processing block. 
	Keywords – Address generator, accelerator, ASIC design
	I. Introduction
	Future semiconductor chips will incorporate hundreds of processing elements running in parallel. In these solutions the access to data will become the main bottleneck that limits the available parallelism. Typical real-time embedded multimedia applications including video and audio processing are often characterized by a large number of data accesses [1]. Many of these applications contain intensive index manipulations, resulting in complex address patterns. Address calculations in such high-throughput systems involve linear and polynomial arithmetic expressions which have to be calculated during program execution under tight and strict timing constraints [2]. 
	1Marko Ilić, Mile Stojčev are with University of Nis, Faculty of Electronic Engineering, Aleksandra Medvedeva 14, 18000 Nis, Serbia, E-mail: markoilic@elfak.rs, mile.stojcev@elfak.ni.ac.rs 
	Manipulations with  structured data-types are not efficiently supported by current RISC architectures. Therefore, compilers must generate considerable amount of code intended for fast manipulations with array data structures, and various other complex data-types such as records, etc. This code imposes considerable overhead on system performance and slow-down the program execution in a great deal. In order to cope with latency of data access, i.e. to speedup address expression evaluation, special hardware building blocks, called address generation units, are designed. The function of address generation unit (AGU) is threefold. First, during the initialization, it transforms host memory address space into accelerator memory address space. Second, provides efficient memory data access during accelerator operation. Third, performs fast data transfer between accelerator and host memory at the end of the computation. 
	In this paper synthesis of AGU architecture based on data-path for which a pice-wise affine address equation for address sequence generation in planar memory array organization is described. 
	II. Address Generator as Accelerator
	In computing, hardware acceleration is the use of hardware to perform some function faster than is possible in software running on the general purpose CPU. Normally, processors are sequential, and instructions are executed one by one. Various techniques are used to improve performance; hardware acceleration is one of them. The main difference between hardware and software is concurrency, allowing hardware to be much faster than software. Hardware accelerators are designed for computationally intensive software code. Depending upon granularity, hardware acceleration can vary from a small functional unit to a large functional block. The hardware that performs the acceleration, when is a separate unit from the CPU, is referred to as a hardware accelerator [5].
	Our approach to use address generator units (AGUs) as accelerator block starts from the fact that most of the current computers spend more time on computing addresses and accessing data than performing operations required by the application programs. This is particularly the case for RISC architectures where the available addressing modes are very limited and address calculations are almost exclusively performed in software [4]. In other words, due to inadequate support provided by conventional architectures for the access of the types of data structures used in current applications AGUs attempt to overcome these deficiencies by the coupling data access tasks from the data computation tasks and overlapping execution of the two types of tasks. 
	A survey of methods and tehniques that optimize the address generation process for embedded systems is given in [3]. Several AGU architectures for data-stream based computer systems have been shortly described in [6]. Here we propose an architecture that offers an opportunity to use fine-grain streamed data access patterns and to develop a configurable FPGA based hardware in order to directly support stream-based data access modes. 
	III. Classical Machine Model
	For AGU implementation we will use an abstract machine model to keep the proposed techniques non-target-specific while still taking advantages of the instruction level parallelism and other special features offered by modern processors. The classical abstract model, shown in Fig.1, which will be used as a starting design solution in our approach, captures the special capabilities of modern general purpose CPU cores and DSPs [7]. It is essentially a RISC like load-store architecture, but augmented with DSP features; simultaneous compute, data move, an address update operations; linear and modular addressing and inbuilt looping instructions. 
	Fig. 1. Standard modern machine architecture
	The machine has an arbitrary number of registers and functional units (FUs), with four main register types: integer and floating-point data, address and index. Each operation performed by a single FU is called atomic operation. The machine model has the ability to perform several atomic operations (called compound operations) per cycle. Compound operations are formed by: a) chaining – FU produces a result that can be used by a different FU in the same instruction; b) grouping – two or more FUs execute simultaneously, and none requires the result of any other. 
	The communication path between a processor and memory poses fundamental limit to performance, commonly referred to as the “von Neumann bottleneck”. This bottleneck coupled with inefficient address manipulation capabilities, forces the serialization of data access and data computation which tremendously limits system performance. Decoupled access/execute architectures represent a viable solution to the above problem. These accelerator architectures are based on the decoupled access/execute model of computation. In this model, each computational task is partitioned into a data access process, responsible for address generation and  memory access, and a data computation process responsible for performing the functional operations on data.
	We have implemented the decoupled access/execute architecture as depicted in Fig. 2.
	Fig. 2. Decoupled access/execute architecture
	A stand-alone accelerator processing block in our target architecture model consists of the Accelerator Memory, Functional Units, and AGU. The function and structure of AGU will be described next.
	IV. AGU Function
	Two big types of AGU architectures exist, the ones based on look-up tables and ones based on data-path. The main problem in AGU realization relates to efficient generation of address sequences for a given application. The generation of address sequence is done from an address equation (AE), which is a function extracted from the software description of the algorithm [3], and is defined as: AE = f(I1,.., In, r1,.., rm), where parameters are indices (Ii), i=1,…,n, of nested loop, or range addresses (rj), j=1,…,m. From regularity point of view AE can take one of the following three forms [3]: 1) affine AE- the AE is a linear expression of the indices Ii and constant Ci, and has the following form, AE = C0 + C1I1 + ….+ CnIn; 2) pice-wise affine AE- parts of AE can be written as linear expression of indices and constants; and 3) non-linear AE- there is no linear equation between the AE and the address indices.
	Here we will consider synthesis of AGU architecture based on data-path for which a pice-wise affine AE for address sequence generation is used. Further, depending on the application, we will assume that the Accelerator Memory block (see Fig. 2) can be organized as: a) linear array (1D)- memory address (see Fig. 3a)) consists of two address fields, Base and Index, the AE is defined as AE1D = C0 + C1I1; b) planar array (2D)- memory address (see Fig. 3b)) is composed of three fields, Base, Index1 and Index2, the AE is defined as AE2D = C0 + C1I1 + C2I2
	In both cases, the address field Base points to the starting (base) memory location of the array, while address fields Index1 and Index2 correspond to the offset of data element with respect to the base address. Linear array organization is typical for 1D FIR and IIR filtering, while planar array organization is suitable for image processing. The size of Memory block (see Fig. 2) is finite and defined during AGU’s design phase. As a consequence, the address fields Base, Index1 and Index2 are of fixed bit-size, too. During AE calculation, this fact allows us to manipulate concurrently and separately with all three address fields, and concatenating them, when the final memory access address is generated.
	a)
	b)
	Fig. 3. Address format
	AGU manipulations with address fields Base and Index1(2) are given in Fig. 4. AGU performs generation activity in three steps. During the first step, switching over indices IX1 and IX2 is performed. The switching activity can be described as follows:
	                      (1)
	The second step characterizes manipulations with indices IX1* and IX2*. For manipulations, logical, arithmetical and shift operations over base and index variables are performed. As a result of this step the transformed indices IX1(2)T, and ABT are obtained. In the last step, by concatenating address fields ABT, IX1T and IX2T, the memory access address is generated.   
	Fig. 4. Address fields concatenation in AGU
	In Table I elementary operations that AGU performs over single index (IX1 or IX2) or base address field (AB) are given. We assume that the starting address is stored in address register ARx, x=0,…,3, and offset value N in index address register XRx.    
	TABLE I
	Elementary operations over address fields
	Addressing mode
	Operation
	Comment
	No-update
	IX1(2)
	no change
	Exchanging indices 
	XCHG
	Index1 ↔ Index2
	Postincrement by k
	  (IX1(2))+
	k  (1,2,..., 8)
	Postdecrement by k
	 (IX1(2))-
	k   (-1,-2,...-8)
	Preincrement by k
	+(IX1(2))
	k  (1,2,..., 8)
	Predecrement by k
	-(IX1(2))
	k  (-1,-2,...-8)
	Postinc. by offset N
	(IX1(2))+IRx
	x= 0,…,3
	Postdec by offset N
	(IX1(2))-IRx
	x= 0,…,3
	Indexed by offset N
	(IX1(2)+IRx)
	index addressing
	Divide by 2
	IX1(2)/2
	right cyclic rotation
	Multiply by 2
	IX1(2)*2
	left cyclic rotation
	Short word disp.
	(IX1(2)+SW)
	SW (15, 31, 63)
	Long word disp.
	(IX1(2)+LW)
	LW  (16, 32, 64)
	Having in mind that Index1 and Index2 fields are of fixed size all add/sub, and inc/dec operations are performed in modulo arithmetic (i.e. circular addressing is possible ).
	Fig. 5. Block diagram of AGU
	The structure of AGU is sketched in Fig. 5. AGU consists of two building blocks, AGU_FSM, as control unit and AGU_DP, as a data-path. AGU_FSM is implemented as a finite state machine of Moore type. It generates control signals for correct driving data-path constituents. AGU_DP is composed of: 
	- AR0,…,AR3 - four address registers, used for storing base memory address of 1D or 2D array element. 
	- XR0, …,XR3 - four index registers, intended for storing index address of some element within 1D or 2D array. 
	- S1 switching node which can pass-through or mutually exchange (cross-points) index values.
	- MUX1, MUX2 – used as signal selector blocks.
	- Comp – compares the value of the actual generated address with a predefined one. 
	- Const. logic – combinatorial logic block used for generating constant value (ranging from -8 up to +64) during address calculation. Constant injection is realized as a bit-wise XOR operation on corresponding data value bits. In Fig. 6 a principle of constant generation in the range from 0 up to 15 is presented. For example, the constant 6 (d0=0, d1=1, d2=1, d3=0) is generated when control signals cont1=cont4=0, and cont2=cont3=1. Negative constant is obtained when the ALU1 performs NEG operation. ALU2 is used for index value updating.  
	Fig. 6. Constant logic
	We will evaluate AGU’s performance for a case when the accelerator memory ACCM (see Fig. 2) uses 2D organization and row-major ordering for storing value of picture (image) elements (pixels).  Let the  capacity of  ACCM  be  enough  to 
	Fig. 7. Access patterns
	Notice: a) Single steps; b) Linear scan; c) Video scan;
	d) Zig-zag scan
	store minimum three images, denoted as A, B and C, respectively. Each image characterizes the following resolution n-pixels per horizontal and m-lines per vertical direction. To each pixel a corresponding value is appended which points to its luminance and chromatic value. We will assume that the accelerator data-path (FUs in Fig. 2) performs the following data processing operation C(i,j)=A(i,j) op B(i,j), where op relates to some arithmetical or logical instruction. Access ordering to pixels of picture A, B and C depends on the application and can be performed in different ways, some typical are presented in Fig. 7. The main task now is to evaluate the speedup, Sp, of the system which corresponds to a case when the AGU is used as a building block for address generation, despite a solution when address calculation is performed by a software. In order to simplify our analysis, but without deteriorating the generality, we will assume that duration of each assembly language machine cycle is equal to the AGU cycle. The obtained results are presented in Table II. As can be seen from Table II for all access patterns we obtain that the Sp is equal to 2.5 when the access address pattern is described as a single nested loop, while Sp=2.4 for double nested outer loops when the condition branch-not-taken is fulfilled. According to the obtained results we can conclude that the implemented AGU is an efficient hardware building block because it involves acceleration in address pattern calculation for more than 240%.
	TABLE II
	Software and AGU access pattern implementation
	Access pattern
	Soft. Impl.
	(Mach. cyc.)
	AGU
	(Clock cycles)
	Speedup
	Fig. 7a), b)
	9
	4
	2.5
	Fig. 7c)
	9
	4
	2.5
	Fig. 7d)
	9(12)
	4(5)
	2.5(2.4)
	V. Conclusion
	In the design of Ess, memory issues play a very important role, and often impact significantly the ES’s performance, power dissipation, and overall cost of implementation. The traditional CPU-memory gap widens and often becomes the dominant bottleneck in achieving high performance. Most current processors spend more time generating data addresses and accessing memory than performing the functional accessing data operations required by the application programs. This is mainly due to inadequate support provided by conventional architectures for the access of the data types used in current applications and their inefficient handling of the “von Neumann bottleneck”. Specialized programmable hardware address generation units are used to speed-up address expression evaluation. These units benefit from the fact that compiler code optimization techniques which map HLL data constructs to the addressing unit of the architecture have lagged far behind. However, AGUs are costly in terms of area since they include several arithmetical units, registers, and/or other combinatorial logic to provide enough programmability. In this paper, we have presented a structure of address generation hardware from the address sequence to be generated. One of the primary design goals was to devise an efficient support for decoupled access/execute architectural model with order to minimize the impact of memory accesses on processor performance. The structure is flexible, low-cost, and extensible to almost any sequence generation problem where the sequence exibit some simetry or regularity. The methodology used for address computation and generation was verified on real FPGA based computer boards [8].  
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	Doppler optimized Iterative Reweighed Lest Square Mismatch Pulse Compression Algorithm realization on the FPGA
	Aleksa J. Zejak1, Slobodan Simić2, Igor S. Simić3
	Abstract – This paper presents an approach for the mismatch pulse compression implementation in spread spectrum radars with binary phase intra-pulse modulated pulses. Design and verification of the matched and mismatched filter for signals coded by Barker and M sequences are accomplished on a digital radar signal synthesis and processing platform based on direct digital synthesis (DDS) and field programmable gates array (FPGA) technology. Coefficients of mismatched filters are obtained by DIRLS algorithm with 16-bit resolution. The compressors are verified with sequences lengths of 13 and 31, and bandwidth of 3.3 MHz.
	Keywords – FPGA, pulse compression, radar, self-clutter, side-lobe reduction, mismatched filter 
	I. Introduction
	Pulse compression is used in radar and sonar to increase the signal energy transmitted without sacrificing neither range resolution, nor encountering excessively high peak powers that can cause electrical breakdowns. Pulse compression enables decoupling of signal bandwidth (range resolution) from the transmitted pulse length. 
	Intra-pulse compression increases transmitted signal bandwidth. This modulation may consist of amplitude, phase or frequency changes of signal carrier within the pulse. Target echo signal are then passed through filters matched to the transmitted signal. Therefore the energy is compressed into a pulse having a time duration T, which is approximately equal to the reciprocal of the transmitted bandwidth B (Fig. 1). The ratio of the transmitted to compress pulse length is called pulse compression ratio or TB product. 
	Fig. 1. Pulse compression: a) Matched filter (MF);
	b) Mismatched filter (MMF)
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	II. Sidelobes and Suppression
	Signal coding within a transmitted pulse is often used in order to increase spatial resolution. Some code sequences can give appreciable processing gain. 
	The major disadvantage is that the compressed pulse has range sidelobes (self-clutter), which limit the range resolution for closely spaced targets (Fig. 2). The problem of sidelobes suppression has been recognized as a major problem of pulse compression techniques.
	Fig. 2. Matched filter response to the signal with compression when there are two targets
	Fig. 3. Mismatched filter response to the signal with compression when there are two targets
	First techniques for sidelobes suppression were based on mismatched receiver. Most of the time they were added in front of the match filter. This was complicated and made equipment more expensive and bulky.
	These problems were reason for introduction of single mismatched filter (Fig. 1.b) which would combine mismatched receivers and matched filter. The main objective is to design filter which simultaneously performs compression and mismatching, according to given criteria. Such solutions are economical and also obtain better overall results (Fig. 3).
	Different methods of filters mismatching can be roughly classified into two classes of filters. First one, that suppress maximal sidelobes (MX filters) and second, that suppress RMS sidelobes (LS and similar ones). In [1] new algorithms are presented, IRLS (Iterative Reweighted Lest Square) and in [2] DIRLS (Doppler optimized IRLS). These new filters combine properties of MX and LS filters and enable considerable simplification of the designing procedure and, what is more important, they can be applied to all types of sequences. Paper [3] proposes a mismatching approach to Frequency Hopping (FH) technique.
	In [4] minimax approach to envelope constrained filter design has been described.
	In [5, 6] a procedure for self - clutter suppression filter design using the modified RLS algorithm has been proposed. This procedure is applicable for both real and complex sequences. Modified RLS algorithm also offers an advantage compared to the (D)IRLS approach because it is possible to attain a trade off among two criteria: suppression of the peak sidelobes and suppression of the mean square sidelobes. Additional benefit in the application of the proposed method is its reduced computational complexity compared to the (D)IRLS method. This is particularly obvious in case of designing Doppler optimized self-clutter suppression filters. Other major approaches can be located in [7-14].
	Another group of methods for sidelobes suppression was based on complementary sequences. This technique is more Doppler shift sensitive than mismatched one, so its usage is limited on relatively small Doppler shift/PRF ratio. An approach with exploiting of complementarity of Barker’s sequences set is proposed in [15] and their application in portable surveillance radar PR-15 is described in [16]. 
	In this paper, a design and verification of DIRLS mismatched compressor on the FPGA is presented.
	III. The Mismatched Filter Architecture
	The matched and mismatched compressors have FIR filter structure. The filter response is computed according to the relation (1), where y(n) are samples of compressor output signal, x(n) are input radar signal samples, h(k) are filter coefficients and N is the number of filter coefficients – filter order.
	              (1)
	We considered binary phase intra-pulse modulated type of signals, so sampling period equalled to sub-pulse period. Generally, the input signal is a Doppler shifted coded pulses train defined as: 
	                    (2)
	where u(n) is one slice of radar signal length of L, and FD is normalized Doppler shift. The slice of input signal consists of radar pulse c (n) length of N and zeros length to L-N:
	  ,  (3)
	where c(n) is complex binary code sequence. The matched filter has coefficients equal to inverse order complex conjugate code sequence samples:
	        (4)
	In this paper, two test scenarios are considered. Coefficients of mismatched filters in both scenarios are obtained by DIRLS algorithm described in [2].  
	Fig. 4 illustrates a multistage MAC (Multiply-Accumulate) based FIR implementation for Xilinx’s FPGA families that include DSP slices. The Spartan-3A DSP family architecture consists of five fundamental programmable functional elements: XtremeDSP™ DSP48A Slices, RAM Blocks, Configurable Logic Blocks (CLBs), Input/Output Blocks (IOBs) and Digital Clock Manager (DCM) Blocks.
	XtremeDSP™ DSP48A slice provides an 18-bit x 18-bit multiplier, 18-bit pre-adder, 48-bit post-adder/accumulator, and cascade capabilities for various DSP applications. The RAM block provides data storage in the form of 18-Kbit dual-port blocks (1K x 18-bit). We have used the FPGA chip XC3SD1800A. It has 84 DSP48A slices and 84 blocks RAM. 
	Note that for families that include DSP slice this implementation structure takes advantage of the capabilities of the Xilinx DSP slice, however this also places a restriction on the output width limiting it to 48 bits. In our case it was sufficient. 
	Fig. 4.  Multiple MAC engine based FIR filter implementation
	Fig. 5. Experimental test setup  
	IV. Radar Pulse Compression on FPGA
	We designed and verified the matched and mismatched filter for binary phase intra-pulse modulated type of signals on a digital radar signal synthesis and processing platform based on DDS and FPGA technology.
	The framework for the closed-loop test is shown in Fig. 5. The sequence generator (Barker sequences, M sequences), the digital Down Converter (DDC), the matched compressor, the mismatched compressor and Ethernet controller are implemented on the FPGA. The necessary clock signals are provided by Digital Clock Manager blocks (DCMs). Resolution of ADC is 14-bit.
	In the first test scenario the Barker 13 sequence is applied. The operating frequency is 3.33 MHz, the sub-pulse duration is Tpi=0.3(s, the pulse repetition interval is PRI=35.1(s, (PRI=117*Tpi) and pulse repetition frequency is PRF≈28.49kHz. The range resolution is 45 m, and the maximum unambiguous range is 5.265 km. The results are shown in Fig. 6 and Fig. 8.
	In the second test scenario the M-31 sequence is applied. The operating frequency is 3.33 MHz, the sub-pulse duration is Tpi=0.3(s, the pulse repetition interval is PRI=37.2(s, (PRI=124*Tpi) and pulse repetition frequency is PRF≈26.88kHz. The range resolution is 45 m, and the maximum unambiguous range is 5.58 km. The results are shown in Fig. 7 and Fig. 9.
	Figs. 6-7 show amplitude responses of matched and mismatched filters from the  FPGA compression filter at zero Doppler shifts at the analogue oscilloscope screen, in linear scale. In Fig. 6 at the centre, there is the response of the matched compressor when a Barker 13 sequence is used. At the bottom, there is the response of the mismatched compressor. In Fig. 7 at the centre, there is the response of the matched compressor when an M-31 sequence is used. At the bottom, there is the response of the mismatched compressor. Signals were normalized to have equal maximum value. It is obvious that the side-lobs are significantly lower when a mismatch filter is used.
	Fig. 6. Compressors responses for B-13 sequence (linear scale)
	Fig. 7. Compressors responses for M-31 sequence (linear scale)
	In the Figs. 8-9 the matched and mismatched filter amplitude responses at the FPGA output are shown. Also, the simulated mismatched filter amplitude response is given. We can see that the measured mismatched FPGA compressor response is quite similar to the simulated mismatched filter response. The difference is less than 0.7 dB when Barker 13 sequence is applied, apropos  0.8 dB when M 31 sequence is used. Sidelobes suppression is 2.9 dB in the first test scenario, and 5.5 dB in the second one.
	Fig. 8. Mismatched/matched filter response for B-13 sequence (log scale)
	Fig. 9. Mismatched/matched filter response for M-31 sequence (log scale)
	V. Conclusion
	We designed and verified the matched and DIRLS mismatched filter for binary phase intra-pulse modulated type of radar signals on Xilinx’s Spartan 3A DSP based FPGA platform. FPGA is adopted here due to the parallel architecture and flexibility to implement. The design is verified with Barker sequence lengths of 13 and M sequence length of 31. The filter responses of FPGA based compressor are very close to results of simulations. On this platform there are 84 multiply-accumulate blocks, so design can be easily used for implementation of filters with length up to 84. The input signal bandwidth was 3.3 MHz in both scenarios, so range resolution of 45 m is provided. Considering that all the blocks on this FPGA chip work with clocks above 200 MHz there is a large margin for design and implementation of more complex or quite faster compressors.
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	Range Sidelobe Reduction in the Portable Battlefield Surveillance Radar
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	Abstract – In this paper, a system analysis of needs and possible application of DIRLS mismatched filter in portable surveillance radar PR-15 is presented. Transmitting pulses are binary phase intra-pulse modulated. Because of limited peak power, the usage of longer radar pulses is necessary in long distance mode of operation. Applied binary M sequences have insufficient good autocorrelation properties so a method of side-lobs suppression became needed. We designed and verified the signal processing unit for this kind of compressors on a digital radar signal synthesis and processing platform based on DDS and FPGA technology. 
	Keywords – Radar, pulse compression, range sidelobe reduction, self clutter, mismatched filter, digital signal processing, FPGA 
	I. Introduction
	Technology, already available at 60th, had enabled development of small portable radars intended to detect moving targets on land. In order to protect terrain, borders and important objects, these units took place in military and civil equipment. For the reason of the specific application and for commercial reasons there are a number of formal variations of radars with a number of specific names (infantry, mobile, portable, reconnaissance, ground surveillance, battlefield radar, etc.).
	Because of their small dimensions and human crew health protection, those radars have low power (The peak power on order of 1 W). The maximum radar range is determined by total received energy reflected from the target, which demands that longer pulse should be applied when the peak power is low. Using signal coding within a transmitted pulse is necessary in order to preserve spatial resolution. Some code sequences can give appreciable processing gain. The receiver makes use of the appropriate matched filter so that the radar performance is similar to that of traditional pulsed radar radiating the same amount of average power. The major disadvantage is that the compressed pulse has range sidelobes, which limit the spatial resolution for closely spaced targets. The problem of sidelobes suppression has been recognized as a major problem of pulse compression techniques. The first techniques for sidelobes suppression were based on mismatched receiver. Different methods of filters mismatching can be roughly classified into two classes of filters. First that suppress maximal sidelobes (MX filters) and second which suppress RMS sidelobes (LS and similar ones).
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	In [1] new algorithms are presented, IRLS (Iterative Reweighted Lest Square) and in [2] DIRLS (Doppler optimized IRLS). Paper [3] proposes a mismatching approach to Frequency Hopping (FH) technique. In [4] мinimax approach to envelope constrained filter design has been described. In [5, 6] a procedure has been described for self - clutter suppression filter design using the modified RLS algorithm. Other major approaches can be located in [7-14]. Realization DIRLS mismatched compressor on the FPGA is presented in [15].
	The second method for sidelobes suppression was based on complementary sequences. This technique is more Doppler shift sensitive than mismatched one, so their usage is limited on relatively small Doppler shift/PRF ratio. An approach with exploiting of complementarity of Barker’s sequences set is proposed in [18]. 
	In this paper, a system analysis of possible application of DIRLS mismatched filter in portable surveillance radar PR-15 is presented. Design of portable surveillance radar PR-15 is described in [19].
	II. The PR-15 Radar Architecture
	Our arms industry has considerable experience in developing and manufacturing small radar. Early 80's, Yugoslav People's Army, funded the development of small infantry radar IR-3 (with a nominal range for armoured vehicle up to 3 km.). 
	The radar is still partially used, but his time is up: this radar had no signal processing, headphones were the only indicator, the distance was roughly determined by manually turning a knob, there was no motor and the radar could only be positioned manually. IR-3 had a small transmitting power, and the receiver didn’t have microwave low-noise stage. Modification of this radar was named IR-3M. In field tests, we got very good results motivating us to continue with further development. 
	We concluded that the modification of existing reserved examples of old radars would not be profitable and the decision to go into the development of a new family of small radars was obtained. We have developed (in parallel) related radars in range 5 and 15 kilometres which are named PR-5 and PR-15 respectively. Functional model of PR-15 radars will be referred to in this paper. The radar PR-15 architecture is shown in Fig.1. The radar consists of six units: 
	- The transceiver unit (TR);
	- The radar digital signal processing unit (RDSP);
	- The control/synthesizer unit (CS);
	- The controllable rotary platform unit (CRP);
	- The radar display unit (RD) and
	- The power supply unit (PS)
	The pulse type transmitter with high pulse repetition frequency (PRF) operates in Ku (J) band. The output stage has a peak power of 5 W. Transmitting pulses are binary phase intra-pulse modulated (BPSK).
	Fig. 1. the proposed radar PR-15 architecture
	III. The Radar Digital Signal Processing Unit
	n the pulse radar, the received signal is a continuous in time. The echo signal of a particular target is a part of radar received signal. It does not come on the radar receiver continuously, rather than as a series of radar echo pulses of width approximately equal to the width of the transmitting radar pulses and a period of equal pulse repetition interval (PRI). Since the main beam of the antenna illuminates target for certain time (dwell time), the target reflects the number of pulses (hits per scan). This means that decisions about the presence/no presence of the target are made after processing of this package of pulses. In our case pulse train processing assumes calculation of Fast Fourier Transform (FFT). Each FFT represents “radar signature” of appropriating range cell. This signature contains information about presence of the target as well as information about some cinematic and other parameters necessary for the target classification.
	Results of the radar signal processing are called radar data. The main tasks of the radar data processing are target detection, classification and tracking. High speed radar signal processing is performed in the radar DSP unit. Much slower but more complex radar data processing is done in the radar control-display unit.
	The radar DSP unit architecture is shown in Fig.2. The first block does A/D conversion of radar video signal. Digitalized band-pass radar video signal is down converted into the base-band in Digital Down Conversion (DDC) block. The base-band radar video signal is then compressed in the pulse compression block. The next block does FFT-s of retained radar pulse trains. On this way attained data are formatted as UDP packets (UDP, User Datagram Protocol) in the Ethernet block. Formatted data are sent to Radar Display unit.
	Fig. 2.  PR-15 radar digital signal processing unit
	All these blocks are realized on FPGA platform with Spartan 3A DSP chip onboard. The reference board is based on the latest programmable architecture and contains 189Kbytes of block RAM, Digital clock management and flexible I/O’s. The reference board also features external non volatile memory (SPI flash) and volatile (DDR SDRAM) memory, power supplies, LCD ports, Audio, Camera, Video Interfaces and other I/O devices. A/D converters and Ethernet PHY are the most significant peripherals in our application. There is a 14 bit 125 MSPS, low power dual 3V analog to digital converter designed for digitizing high frequency, wide dynamic range signals. SMA connector is used for giving analog and clock inputs. The onboard Ethernet PHY is 10base-T/100base-TX physical layer transceiver, which provides MII interface to transmit and receive data.
	IV. The Digital Down Converter Unit
	Radar video signal from radar transceiver is real band-pass signal which occupies bandwidth B around center frequency fC  (Fig. 3). Upper band edge and lower band edge are fU  and  fL:
	   (1)
	Radar echo signal of a particular target, r(t), is a part of radar received signal. It has same shape as transmitted pulse:
	    (2)
	where А is amplitude which is approximately constant during pulse width interval. The phase, θ(t), is changed after each sub-pulse interval, Tpi, according to modulating sequence. Signal bandwidth is inverse proportional to sub-pulse interval, B=1/Tpi.
	Fig. 3. Radar band-pass signal spectra 
	This signal has been digital down converted in the Radar DSP block, so their parameter must satisfy some conditions. Today, usage of digital down converters is preferred in radar and radio techniques because of their low I/Q imbalance. There are no analog parts in this case. The signal is sampled and the next operations (quadrature mixing or Hilbert transform, filtering) are doing by digital signal processing techniques. If values of central frequency and bandwidth satisfy determined conditions [16, 17], there are simply architecture of DDC block. If the next condition is satisfied:
	   (3)
	the lowest value of sampling frequency is given: 
	fs=2B    (4)
	In our case, this condition is satisfied: B=3.33 MHz, and fC is the second intermediate frequency of order of tens MHz, rather  MHz.
	  (5)
	Samples are taken in the time point’s t=mTs, where m=0,1,2,… If we combine this with (3), (4) and (5), we obtain the next relation:
	   (6)
	After assortment this becomes:
	  (7)
	This mean that even samples are an alternate series of direct component samples (I) and odd samples are an alternate series of quadrature component samples (Q) of baseband radar signal. That simplifies the DDC block task. It has to disjoin stream out of ADC at two sub-series (even and odd) and it has to alternate them.
	V. The Pulse Compressor Unit
	There are two main modes of operation in this radar. In the first one the maximal unambiguous range is 5 km and the range resolution is 45 m. In the second mode the maximal unambiguous range is 15 km and the range resolution is 45 m. Pulse compression in the receiver is established. In order to achieve range resolution requirements, the time width of the sub-pulse is 0.3 μs (B=3.3 MHz) in the both modes. In the first mode, eclipsing problem occurs. Radar signal with variable pulse duration is a possible solution for overcoming this problem. Also, sidelobe reduction with this method is much better than any other sidelobe reduction when the set of Barker sequences with variable length is used [18, 19]. Barker sequences have excellent autocorrelation properties so they should be preferred in this mode.  Unfortunately, the maximum length of Barker sequence is 13 what is insufficient in the second mode of operation. 
	Because of limited peak power of 5 W, the usage of longer radar pulses is necessary in that mode. We choose the set of M-sequences because of their still good autocorrelation properties. But, sidelobes is more significant then in the first mode, so a method of sidelobes suppression became needed. The surveillance range is 5 km to 15 km, so in order to avoid eclipsing problem, blind zone should be less than 5 km. That implies the sequence length N, less than 5000/45 (45 m is range resolution) i.e. N<111. There are M-sequences of lengths of 2M-1, so we are interested for M=5 i.e. N=31 (M-31 sequence), and M=6 i.e. N=63 (M-63 sequence). 
	We designed and verified the matched and mismatched filter for binary phase intra-pulse modulated type of signals on a digital radar signal synthesis and processing platform based on DDS and FPGA technology. The framework for the closed-loop test is presented in [15]. The matched and mismatched compressors have FIR filter structure. Coefficients of mismatched filter are obtained by DIRLS algorithm described in [2]. In the test scenario the M-31 sequence is applied. The operating frequency is 3.33 MHz, the sub-pulse duration is Tpi=0.3(s, the pulse repetition interval is PRI=37.2(s, (PRI=124*Tpi) and pulse repetition frequency is PRF≈26.88kHz. The range resolution is 45 m. The results are shown in Fig.4-6. 
	In the Fig.4 the hardware matched filter and mismatched filter amplitude responses at zero Doppler shifts are shown. Also, the simulated mismatched filter amplitude response is given. It is clearly that the mismatched compressor response out of FPGA is quite following simulated mismatched filter response. Signals are shown in log-scale. The disparity is perceptible but minor (of order less than 0.8 dB).
	Fig. 4. Mismatched/matched filter response for M-31 sequence
	Considering the radar works in Ku band ((≈0.02 m) and the maximal expected radial velocity is vRmax=30 m/s, Doppler band upper edge fDmax,  is about 3 kHz (fDmax=2vRmax/( ).
	In the Fig.5 the hardware matched filter and mismatched filter amplitude responses at zero Doppler shift are shown. Also, mismatched filter amplitude response at 3 kHz Doppler shift is given. Signals are shown in log-scale. Side-lobes level is a little worse (of order less than 0.6 dB), but still quite better than at matched filter response. We concluded that this method can be used in our application. Fig. 6 shows amplitude responses of matched and mismatched filters out of FPGA at zero Doppler shifts on the analogue oscilloscope screen, in linear scale. At the centre, there is the response of the matched compressor. At the bottom, there is the response of the mismatched compressor. Signals were normalized to have equal maximum value. It is clear that the side-lobs are significantly lower when a mismatch filter is used.
	Fig. 5. Doppler shift impact on compressors responses 
	Fig. 6. Compressors responses for M-31 sequence (lin scale)
	VI. Conclusion
	We designed and verified the radar digital mismatched compressor in signal processing unit for binary phase sub-pulse modulated radar signals. Binary M-31 sequence is chosen as modulation sequence. The mismatched compressor has shown Doppler shift robustness. The input signal bandwidth was 3.3 MHz in both scenarios, so range resolution of 45 m is provided. Considering all blocks on this FPGA chip works with clocks above 200 MHz, there is a large margin for design and implementation of more complex or quite faster compressors. 
	Acknowledgement
	This work was partly supported by the Ministry of Education and Science of the Republic of Serbia under the project TR-32041, year 2011.
	References
	[1] P.B. Rapajić, A.J. Zejak, “Low sidelobe multilevel sequences by minimax filter”, Electronics Letters, Vol. 25, No. 16, pp. 1090-1091, 1989.
	[2] A.J. Zejak, E. Zentner, P.B. Rapajić, “Doppler optimized mismatched filters”, Electronics Letters, Vol. 21, No. 7, pp. 558-560, 1991.
	[3] I.S. Simić, A.J. Zejak, M.L. Dukić, “Design of multilevel sequences based on mismatched chirp and FH multilevel sequences for radar and sonar applications”, Electronics Letters, Vol. 33, No. 13, pp. 1174-1176, 1997. 
	[4] A. Petrović, A.J. Zejak, “Minimax Approach to Envelope Constrained Filter Design”, Electronics Letters, vol.34, Issue 25, pp. 2381-2382, December, 1998.
	[5] B. Zrnić, A.J. Zejak, A. Petrović, I. Simić, “Range Sidelobe Suppression For Pulse Compression Radars Utilizing Modified RLS Algorithm”, IEEE ISSSTA'98, Conference Proceedings, pp. 1008-1011, Sun City, South Africa, 1998. 
	[6] B. Zrnić, A.J. Zejak, A. Petrović, “Pulse Compression Radar: Self-Clutter Suppression Using Modified RLS Algorithm”, TELSIKS'99, Conference Proceedings, pp. 363-366, Nis, Yugoslavia, 1999.
	[7] K.R. Gerlach, S.D. Blunt, “Radar pulse compression repair”, IEEE Transactions on Aerospace and Electronic Systems, Vol. 43, Issue 3, pp. 1188-1195, July 2007. 
	[8] R.O. Lane, “The effects of Doppler and pulse eclipsing on sidelobe reduction techniques”,  IEEE National Radar Conference 2006, Conference Proceedings, pp. 4-9, Verona, NY, USA, 2006.
	[9] Ç. Candan, “On the design of mismatched filters with an adjustable matched filtering loss”, IEEE Radar Conference Proceedings,  pp. 1311 – 1316, Washington DC, USA, 2010. 
	[10] S. Haykin, B. Currie, “Literature Search on Adaptive Radar Transmit Waveforms“, Technical Report #02-01, Adaptive Systems Laboratory Institute for Life-related Systems, McMaster University, December, 2002., http://pubs.drdc.gc.ca/PDFS/unc13/p519725.pdf 
	[11] S.D. Blunt, K. Gerlach, “Adaptive Pulse Compression Via MMSE Estimation”, IEEE Transaction on Aerospace and Electronic Systems, Vol. 42, No. 2, pp. 572-584, April 2006. 
	[12] S.D. Blunt, K. Gerlach, “Adaptive Pulse Compression”, Radar Conference, 2004. Proceedings of the IEEE, pp. 271- 276, 26-29 April, 2004. 
	[13] S.D. Blunt, K. Gerlach, “A Novel Pulse Compression Scheme Based on Minimum Mean-Square Error Reiteration”, IEEE International Radar Conference Proceedings, pp. 349-353, Held in Adelaide, Australia, 2003. 
	[14] B.C. Flores, E.A. Solis, G. Thomas, “Assessment of Chaos-Based FM Signals For Range-Doppler Imaging”, IEE Proceedings Radar, Sonar and Navigation, Vol. 150, Issue 4, pp. 313-322, 2003.
	[15] A.J. Zejak, S. Simić, I. Simić, „DIRLS Mismatch Pulse Compression Algorithm realization on the FPGA“ TELSIKS'2011, Conference Proceedings, Nis, Serbia, 2011. (submitted) 
	[16] R.G. Vaughan, N.L. Scott, R.D. White, „The Theory of Bandpass Sampling“, IEEE Transaction on Signal Processing, Vol. 39, No. 9, pp. 1973-1984, 1991.
	[17] A.J. Coulson, R.G. Vaughan, M.A. Poletti, „Frequency Shifting Using Bandpass Sampling“, IEEE Transaction on Signal Processing, Vol. 42, No. 6, pp. 1556 – 1559, 1994.
	[18] A.J. Zejak, S. Simić, „Radar Waveforms with Variable Pulse Duration Utilizing Partial Complementarity of Barker’s Sequences Set”, International Scientific Conference on Defensive Technology, OTEH 2011, Conference Proceedings,  Belgrade, Serbia, 2011. (submitted)
	[19] S. Simić, Z. Golubičić, A.J. Zejak, „Design of a High Resolution, Coded, Portable Battlefield Surveillance Radar PR-15”, Intern. Scientific Conf. on Defensive Technology, OTEH 2011, Conf. Proceedings,  Belgrade, Serbia, 2011. (submitted)

	PO2 -6- R042_novo.pdf
	Cepstrum-based Analysis
	of Radar Doppler Signals
	Milenko S. Andrić1, Dimitrije M. Bujaković2, Boban P. Bondžulić3 and Bojan M. Zrnić4
	Abstract – The main tasks of ground surveillance radars for security and perimeter protection are detection and classification of moving ground targets. In typical radar systems, target detection is fully automated, but the target classification requires human involvement. In this paper, we consider received radar echoes data of ground moving targets, and corresponding signals using cepstrum coefficients. The objective of the paper is to identify and validate features characterizing the different classes of targets, and subsequently extract features for classification. We will show examples on Radar Echoes Database. This database, named RadEch Database, contains radar echoes that are collected in controlled test enviroments at the premises of Military Academy – Republic of Serbia. Database purpose is to enable reproducible research results in the field of classification of ground moving targets (pattern recognition).
	Keywords – radar echoes database, Doppler signature, spectrogram, cepstrum, classification, feature extraction.
	I. Introduction
	The main tasks of ground surveillance radars for security and perimeter protection are detection and classification of ground moving targets. Many current radar-based classification systems employ some type of Doppler or Fourier-based processing, followed by spectrogram and gait analysis to classify detected targets.
	The Doppler phenomenon describes the shift in the center frequency of an incident waveform due to the target motion with respect to the radar [1].
	In several studies is proved that spectrogram-based features could be used for discrimination purposes either between humans and other moving objects or between different persons [2]-[5]. Human spectrograms can be used to reveal information on the human’s behaviour and to determine features about the human target being observed, such as size, gender, action, and speed, too.
	Research done by Geisheimer and others [2] had shown that the human spectrogram is the sum of Doppler shifted signals.
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	Using Short Time Fourier Transform (STFT) and the chirplet transform, they extracted various parameters of the human gait from the signal. Research done by van Dorp and others [3] had shown that the radar Doppler signatures give detailed information about the movements of the human body parts. The authors focused on the extraction of parameters and described a method for estimating human walking parameters from radar measurements. The application of continuous-wave radar for the detection and classification of people based on their motion has been demonstrated in [4]. Spectral analysis of the output from the radar using a sequence of STFTs was used to extract to identify some key features of the human walking motion, and to differentiate humans from dogs. Using human gait analysis Greneker [5] designed and tested a suicide bomber detection system based on variations in the spectrogram caused by the presence of a bomb.
	A target classification algorithms using Doppler signature were presented in [6]-[9]. In [6] a Hidden Markov Model (HMM) classifier was implemented for classification between three classes of targets: personnel, tracked vehicles and wheeled vehicles. A fuzzy logic approach to the automatic classification was presented in [7]. The problem of classification between a walking person, pair of walking persons and slowly moving vehicle was studied in [8]. Time varying velocities and bio-mechanical human locomotion models they used for target classification. 
	At first glance, cepstrum-based features seem like a promising solution for classification problems. However, the applicability and performances of these features sometimes were not tested in the context of practical systems [10]. Therefore, extensive experiments with various scenarios were carried out in order to obtain a radar echoes database (different targets and environments). In order to identify and validate the main features of the various target classes the STFT and cepstrum analysis are performed.
	The remainder of the paper is organized as follows. Section II describes the radar echoes database which was obtained with ground surveillance radar. Sections III present the spectrogram and real cepstrum analysis of radar Doppler signal. Section IV presents results of using cepstrum analysis of real radar Doppler echoes. Finally, concluding remarks are given in Section V.
	II. Radar Echoes Database
	The spectral analysis conducted in this paper is applied to real data collected in controlled test environments at the premises of Military Academy – Republic of Serbia.
	The sensor, used in database collection, is 16.8 GHz ground surveillance pulse-Doppler radar. The radar operates in the Ku-band and for this carrier frequency the Doppler frequencies lie within the audio band, being of the order of a kilohertz, and so can be presented as an audio tone to the radar operator, via headphones. When listening to this tone, it was noted that ground moving targets produced a very distinct and characteristic sound that, upon hearing only a few times, one learns to easily recognize.
	The radar parameters are: average power – 5 mW, pulse width – 15 µsec, average range resolution - 150 m, elevation resolution – 7.5(, and azimuth resolution - 5(.
	The database contains .MAT files of records of radar echoes from various targets. MAT-files, the data file format MATLABTM software uses for saving data to disk, provide a convenient mechanism for moving data between platforms and for importing and exporting data to stand alone MATLAB applications.
	A large database of the raw real Doppler signals was created through more than 80 different scenarios. At least 20 s of each scenario was recorded and sampled at 4 kHz. In total, database of the collected real data for each target class contain 453 records of 4 s duration.
	Targets from the following classes were recorded: person and group of persons, vehicle, and vegetation clutter. The targets were recorded in two different environments. The first environment is the road of 4 m width, and 800 m length, and the second environment is the rough terrain, with barriers (slews, woods), and with small vegetation.
	Targets from the following classes were recorded:
	1. Person and group of persons - combinations of the following cases were represented in the collected database:
	a. Number of persons: 1, 3 or more.
	b. Motion: crawling, normal walking, and running.
	c. Synchronous / asynchronous motion of persons in a group.
	d. Pedestrian, soldier, group of persons, group of soldiers.
	e. Go away - from the radar (otherwise toward the radar).
	2. Vehicle:
	a. Wheeled / Truck vehicle.
	b. Speed of motion: normal (20-30 km/h) and fast (30-60 km/h).
	3. Vegetation clutter (trees, bush)
	A database of the Doppler signatures of ground moving objects was collected along with a video camera. The system was employed at the Military Technical Institute. Data was collected on two consecutive days. A standard VHS videotape was used to record the video image from the camera. This provided simultaneous recording of the Doppler signatures and imagery of the scene. Having the video available when recording the data files allowed for the targets to be separated into different categories such as male or female, single person or groups of persons, and approaching or receding.
	Detailed description of database can be found in [10], [11], and database is freely available for download at [12].
	III. Spectrogram-based and Cepstrum-based Analysis
	The most standard approach to analyze a signal with time-varying frequency content is to split the time-domain signal into many segments, and then take the Fourier transform of each segment. This is known as the STFT operation and is defined as:
	 (1)
	In Eq. (1), w[n-m] is a real window sequence which determines the portion of the input signal that receives emphasis at a particular time index, n.
	The time dependent Fourier transform is clearly a function of two variables: the time index, n, which is discrete, and the frequency variable ω, which is continuous.
	The magnitude display |Xn(ejω)| is called the spectrogram of the signal. It shows how the frequency spectrum (i.e., one vertical column of the spectrogram) varies as a function of the horizontal time axis (see Fig.1).
	In most applications for classification of radar Doppler echoes signals, spectrogram is often used solution.
	In Fig.1(a) is shown the spectrogram of walking person. From this spectrogram it could be noticed that central Doppler frequency is about 200 Hz, with oscillations due to moving arms and legs.
	In Fig.1(b) is shown the spectrogram from running group of persons. Central Doppler frequency is around 500 Hz. In this spectrogram also can be notices oscillations around central Doppler frequency.
	Spectrogram showed in Fig.1(c) is from fast moving vehicle. Central Doppler frequency is around 1400 Hz, without noticeable oscillations.
	Based on spectral analysis of Doppler signal by spectrogram, central Doppler frequency and width of spectral band around it are possible features for fuzzy variables, [7].
	A cepstrum is the result of taking the inverse Fourier transform (FT) of the log spectrum as if it were a signal. Its name was derived by reversing the first four letters of spectrum. There is a complex cepstrum, a real cepstrum, a power cepstrum, and phase cepstrum.
	The cepstrum c[n] of a a discrete-time signal x[n] is defined as [13], [14]:
	 (2)
	where F[(], and F-1[(] are the Discrete Fourier and the inverse Fourier transforms, respectively.
	In Fig.2 are shown first sixteen significant real cepstrum coefficients for same sequences used in spectrogram analysis. Values of the rest coefficients are very small and we are not showed them. Generally, cepstrum concentrate energy in few cepstrum coefficients values.
	a)
	b)
	c)
	Fig. 1. Spectrograms of radar echoes target samples a) person walking, b) group of persons running, c) vehicle
	IV. Results
	In this paper we analyzed a dependence of cepstrum coefficients from central Doppler frequency. For this purpose we used 20 sequences from each of three major group of moving targets (one person, group of persons and vehicle). All these sequences we grouped in three classes based on central Doppler frequency: below 300 Hz, between 500 Hz and 700 Hz and above 1400 Hz. 
	a)
	b)
	c)
	Fig. 2. Real cepstrum of radar echoes target samples a) person walking, b) group of persons running, c) vehicle
	We varied sequence duration from 0.125 s to 2 s, too. Number of points used to calculate the discrete Fourier transform is 1024.
	Cepstrum coefficients are widely used in speech and speaker recognition applications and we applied them to the radar data. For the illustration purposes, samples of the second and the third cepstrum coefficients are analysed in Fig.3. 
	In Fig.3 are presented projections of the second and the third real cepstrum coefficients for three analysed classes and for different sequence durations.
	a)
	b)
	c)
	Fig. 3. Second and third cepstrum coefficients for different sequences length a) 2 seconds, b) 1 second, c) 0.125 second
	From Fig.3(a) and (b) can be concluded that there is no significant difference in the second and the third real cepstrum coefficients values for 1 s and 2 s sequence durations. In these values is kept information about central Doppler frequency, which is one of the major characteristics for classification.
	Further, as the sequences duration decrease, the second and the third real cepstrum coefficients from various classes are closer (see Fig.3(c)). This can be explained that there is no enough information for proper separation of classes.
	V. Conclusion
	In this paper we analysed cepstrum coefficients of the real radar signals. It is showed that second and third cepstrum coefficients give promising information about one of the major characteristic of ground moving targets (central Doppler frequency). The cepstrum-based analysis conducted in this paper is used to extract very basic information that could be used for classification. In future work we will analyze other cepstrum coefficients to explore their dependence on spectral band width around central Doppler frequency for the classification purposes.
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	Monitoring the PLC based Industrial Control Systems through the Internet using Microsoft Robotics Developer Studio Technologies
	Darko Todorović1, Zoran Jovanović2, Goran S. Đorđević3
	Abstract –The relative cost of SCADA systems can be substantial if not used in industrial plants. In this paper we present an alternative solution to SCADA systems based on two technologies developed for the Microsoft Robotics Studio, CCR and DSS. Based on these two technologies the services for supporting remote monitoring system are developed and tested. Data acquisition services can rely on PC with direct connection to PLC through RS232, Modbus, CAN or any other protocol. The DDS service can run directly on modern PLC. Thus, the service that presents the data can be on any PC that has an internet connection with service on the PLC, and acquired data can be accessed through the web interface. Considering all of these, we have implemented the industrial monitoring system that uses already available hardware resources, while giving it reliable and secure data transfer over the internet, failure robustness, decentralization, concurrency and scalability.
	Keywords – Remote monitoring, industrial process control, Microsoft Robotics studio, CCR, DSS, distributed, scalability.
	I. Introduction
	Industrial control systems are widely used in industrial automation, along with other technologies, like process control, supervisory control; distribute control systems, Control theory and Programmable Logic Controllers (PLC) [1]. There is no distinct boundary between these technologies and their applications. For example, SCADA systems and DCS systems are more and more overlapping, so one modern industrial control system cannot be called just SCADA or DCS system. The reason for that is that industrial systems are becoming more and more complex, and the one cannot implement only one technology to satisfy all the needs. Also the development of new, latency-free communication systems, gives a possibility to remotely supervise and control even fast changing processes. To meet the market needs for new and improved products, industrial systems need to be flexible in terms of rapid production changes, on-line improvements during life time and to consist of reusable building blocks that can be implemented in other industrial control systems. Also the control system must be easily scalable on different sizes of industrial systems. When controlling fast changing processes, 
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	one of the main tasks is to ensure robustness through redundancy, decentralization and loose coupling, which bring another set of problems when dealing with failures and communication faults [2]. In order to achieve all stated above, one must implement and arrange several different technologies within one control system. That can be tedious task with a lots of experts included, can constrain the user base with no in-community support. Such solution is expensive with no or little support from modern information technologies. 
	To tackle with these obstacles, in this paper we present a new model for design and implementation of industrial control systems that are based on technologies mainly developed for service robotics, but also used in any other service-based, loosely coupled monitoring and control systems [3]. Those technologies are developed by Microsoft for MS Robotics Developer Studio. In the next Sections we will first give the description of the technologies that MS Robotics Developer Studio relies on, Concurrency and Coordination Runtime (CCR) and Decentralized Software Services (DSS). After that we will present the proposed industrial control system based on this framework and we will show a test application that proves the concept.
	II. Microsoft Robotics Developer Studio Functionality
	MRDS is intended to serve as an operating system for robots. It is not a real operating system because it must be hosted on a Windows platform with .NET installed, and it is built upon a lightweight service-oriented programming model which enables simple development of asynchronous, state-driven applications. Two basic components that make MRDS such versatile tool for robotic applications are Concurrency and Coordination Runtime (CCR) and Decentralized Software Services (DSS). Before we give the basic characteristics of these components lets clarify the difference between those two: The CCR is a programming model for handling multi-threading and inter-task synchronization, whereas DSS is used for building applications based on loosely coupled service model [3].
	A. CCR: Concurrency and Coordination Runtime
	 The CCR is a managed code library, a Dynamically Linked Library (DLL), accessible from any language targeting the .NET Common Language Runtime (CLR) [5].
	The main advantage of CCR is that it enables users to write application components that can make minimal assumptions about other components and runtime environment. In that way applications can consist of many components that are loosely coupled. CCR gives the basis for writing service-oriented applications while the CCR itself manages asynchronous operations, concurrency and exploitation of parallel hardware. Also, it deals with partial failure which makes critical applications much more reliable, while the user doesn’t have to implement any of the failure handling algorithms. 
	CCR provides us with solutions to three main problems: Asynchronicity, Concurrency as well as Coordination and Failure Handling. 
	Asynchronicity – Asynchronous operations between loosely-coupled components enable better code scaling, better responsiveness and dealing with failure across multiple operations becomes more feasible. This enables us to write programs that are running on multiple nodes across the local network or even through the internet. On the other hand, when writing asynchronous programs, the code becomes less readable, because the logic is split across multiple components, thus making the debug process more complex, but not undoable. 
	Concurrency – If we have multiple resources that need our attentions at the same time, then we must make independent logical code segments that usually run in parallel on the same or more hardware platforms. Usually that code segment is executed in one thread primitive, which can be active for a very long time. If that is the case, user must write safe code, because threads assume that the primary communication between them is through shared memory, which forces the programmer to use explicit, runtime defined methods for synchronized access to shared memory.
	Coordination and Failure Handling – Coordination between multiple components is the main source of complexity in large programs. Using the standard OS signalling methods for coordination can lead to unreadable hard to debug and test code, which can become critical failure component in the system. CCR with its defined and very rigorous policies for writing the code handles coordination and failure in components through forcing the programmer to write the code that is safe.
	Based on the above CCR is appropriate for an application model that separates components into pieces that can interact only through messages. This model is also implemented when integrating heterogeneous hardware components and building network applications, which are well known and tested models. Although there are mostly synchronous applications code interfaces, in robotic use, asynchronous applications model is a must, because different hardware and software resources run at different speeds and have different resources available at the given time.
	B. DSS: Decentralized Software Services
	The DSS is a lightweight .NET-based runtime environment that sits on top of the Concurrency and Coordination Runtime (CCR)[6]. In order to write loosely-coupled service oriented applications that can run on the same node or across the network the DSS framework is developed.
	DSS is made bearing in mind the need for a platform that will couple performance with simplicity and robustness[6]. This enables the developers to make applications that are composed of services that run on one or more different hardware platforms connected through a local network or via internet. DSS is based upon Decentralized Software Services Protocol (DSSP) and HTTP as two main protocols for inter service communication. HTTP is well known and widely used internet protocol, whereas DSSP is a lightweight SOAP-based protocol that provides a clean, symmetric state transfer application model with support for state manipulation and an event model driven by state changes [6].
	DSS services can be written in any application development environment that supports .NET applications. That can be Visual Studio or specially developed for MRDS Microsoft Visual Programming Language (VPL). VPL is used for composing services in one application by implementing drag and drop GUI design patterns. The connection between services is based on data dependencies by simply wiring them on the design canvas. At the end of design process, Manifest Editor graphical environment tool is used to configure, deploy and run DSS service on a single node or across the network.  
	In the following section we will address three common problem areas of service oriented distributed application design and how DSS addresses them: Robustness, Composability and Observability.
	Robustness –When the system is complex, composed of many subsystems, failure in any of them can bring down the whole system. If the failure is not properly detected and handled in one component then the whole system is at risk. In order to limit the impact of partial failure on the whole system the loose coupling design pattern is often used. To achieve this, every component must be isolated from other components as well as from the runtime of the framework upon which is built on. DSS addresses these problems by implementing data isolation, so the state of the service cannot be corrupt and execution isolation so that service cannot become unresponsive.
	Composability – Considering the robustness requirement the application must be composed of multiple loosely-coupled components. The problem of identifying, locating and composing of those components becomes a problem that has to be solved. DSS defines both protocol and runtime support to programmer to create, manage, deploy and run applications that is composed of loosely coupled components. 
	Observability – One of the main aspects of any application is the possibility to know the exact state of any component of that application in any given time. With the ability to observe the system as a whole and by its components is the only way of knowing if the system functions properly.  DSS addresses the problem of observability at the core of the application model, because every service is defined as a resource that has its own URI through which the state, which changes as the result of internal service behaviour or as the result of interaction with other services, of the service is exposed. At the end, every DSS node can be accessed through the web, enabling rich UI for monitoring the current state of all services running on that node, and much more useful information. Embedded web server enables easy integration with other tools and services that can enrich these services in terms of GUI and ease of use by non-professionals.
	Fig. 1. DSS service model represents basic components that one service consists of. Further description can be found in [4]. 
	Now that we are familiar with CCR and DSS we will describe the proposed design model for monitoring PLC based industrial control system that relies on this framework. First we will describe small PLC based control system that we used for testing and concept proofing.
	III. Proposed System Description (Overview)
	The system that we used for concept testing and proofing is a very simple control system that consists of one ABB PM-571 series PLC with one digital and one analogue I/O module. Through the serial port, in separate thread, PLC sends the current state of all digital and analogue ports, as well as other configuration parameters and calculated data that are important for monitoring the given industrial process.
	At the remote site, next to PLC which controls the plant, one PC with .NET framework installed is placed. The PC hosts DSS Host service that host other DSS services. In this case we have only one service, Serial Communication Service as depicted in Fig 2. 
	Serial communication service is the service that is responsible for the communication between PLC and industrial system on one side, and monitoring system on the other side. Although many of the sample robot services that come with MRDS communicate with robots through serial port, every service implements this communication differently [7]. For our application we used the service model proposed in [7], which yields the use of another service which will collect received data from the port. Although both of these services are simple and there functionality can be combined in one service, this separation has been done to achieve better reusability of services. If we change the communication protocol the only thing that we have to change is Serial Communication service, whereas all other services can stay the same. 
	Fig. 2. Proposed systems overview
	The Serial Communication service and Acquire data service can be hosted in the same DSS host, on the same PC but in two different DSS host instances or it can be distributed on two PCs. To do distribution of service across network MRDS ships with a tool called Manifest Editor that makes this job matter of minutes. Also, you can rewrite or add new services from remote location. Also, this can be done by editing manually manifest file which holds the description of every service.
	Third service used in this system is responsible for representation of collected data in form of standard Windows GUI application. The state of digital inputs is represented like light bulbs and the state of analogue inputs in form of gauges. This has been done just to visually represent the data. This service subscribes to notifications from Data acquire service whenever is started by the user. That means that GUI application is completely decoupled from the services that collect the data, so it can be started and stopped at any time, and that won’t affect the rest of the system. This is very good feature for remote monitoring, because user is not obligated to use the same PC or internet connection. The only thing the user should know is the IP address of the machine that runs DSS host which hosts Acquire data service. This kind of flexibility is hard to get with older technologies we mentioned at the beginning.
	One of the important features of DSS host service is that it has a lightweight web server embedded. In that way, every service can be accessed via standard web browser for viewing the current state of the service. This feature can be also used for debugging the system, and to see states of every service in chain separately. Also the user can access the services state from a mobile device that is equipped with standard web browser, like any Android or iOS device.
	After the implementation of services, the distribution over two different PCs and three DSS host services was done through DSS Manifest Editor tool, where the IP addresses and ports on which services are listening to. This tool enables easy reconfiguration of the control system over different configuration of hardware resources which is very important during the testing, validation and finally during the actual deployment in the controlled plant. 
	IV. Conclusion
	In previous Sections we presented new concept for designing industrial control systems based on technologies primarily developed for robotics applications. Robustness, secure communication protocols and service oriented design, as the main features of these technologies, all embodied in the MRDS product, represent very useful platform for developing of information infrastructure for industrial control systems for fast changing processes. 
	We presented CCR and DSS as the main framework on which services, that represent systems building blocks, the whole information system is built on. After that an overview of the system that we used to prove the concept was presented. The services were distributed and system was up and running for a couple of hours, while we changed inputs on PLCs digital and analogue inputs. The whole system functioned as expected. 
	As this was done only to prove what is possible to do with these technologies in industrial control systems, we didn’t run an experiment that can give us the exact data transfer rates between processes, what is going to be done in the future work. Also, failure handling and resistance could not be measured in such short period of testing. 
	The main contribution of this paper is that it is possible to use MRDS as a tool for remote monitoring of industrial processes. The next step is to implement these technologies in actual process control, and to measure such systems responsiveness, in different hardware and software configurations. That research can demonstrate which industrial processes can and which cannot be controlled using this design concept.
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	Software Environment for Calibration and 
	Modeling of Low-cost Force Sensor System
	Miloš Petković, Miroslav Božić, Darko Todorović, Goran S. Djordjević
	Abstract – A sensor system is designed and evaluated to be used in force-feedback joystick intended for haptics application in medicine. Low-cost sensor elements with strain-gauges are arranged on four plates allowing measurements of force vector in perpendicular planes. Low-noise AD620 chip with program-mable gain is used for amplifying the sensor data to be logged into PC via HUMUSOFT 624 PCI card. Configuration setup, data logging, visualization and modelling is done in MATLAB with custom designed GUI application. An experimental test-bed is designed and machined to verify, to analyse and to model the sensor system. Software environment with GUI in Matlab is general and can be later applied for evaluation of other sensor setup of the same mechanical configuration but with different sensing elements.
	Keywords – Force feedback joystick, force sensors, software aided design.
	I. Introduction
	Force feedback joysticks have solid and prosperous history as haptic devices [1]. Performance boost in various applications of remote control, steering, especially in haptic tasks, has been noted in many studies all due to force feedback [1, 2]. Nevertheless, it seems that price of such haptic devices is still high when it comes to medical applications. This opens a possibility for their redesign in order to come up to a cheaper product, better algorithms, and better integrated drive electronics. In earlier paper [3] we have presented feasible low-cost solution, sensors’ electronic circuitry, and the testing set-up. In this paper we present the accompanying software needed for design of force sensors’ feedback. It basically covers digital filter design and implementation, modelling of sensors transfer function, and calibration of sensors’ system. Software was designed to ensure flexibility in sensors choice. Any other sensor setup of the same mechanical configuration and different sensing elements can successfully build feedback with our software.
	A few introductory words about our sensor choice and system design will be in next section. After that the following Sections will discuss the software design, its possibilities and limitations, as well as results we have got.
	II. System’s Force Sensors Overview
	In order to better understand software design goal this section is intended to describe need for such software. Our force sensors system is based on low-cost home-appliance sensors. Basically, we took a kitchen scale apart and positioned its four sensor plates in two pairs around a segmented joystick’s handle body.
	Authors are with the Faculty of Electronic Engineering, University of Nis, Aleksandra Medvedeva 14, 18000 Nis, Serbia. Corresponding author’s e-mail: milos.petkovic@elfak.ni.ac.rs
	Although it saved both, purchase time and money, its obvious drawback is the lack of datasheets. General knowledge of strain gauges, sensors that are used in kitchen scales, and its characteristics [4] was used as guideline during design. Every consecutive step in sensors system’s design was made so to enable easy correction of design errors due to faulty assumptions about scales’ sensors. Bonus to this approach is flexibility and ease redesign if sensors are changed.
	Since sensors are basically resistors it was guaranteed that some thermal noise will be amplified and send to acquisition card. It was also highly expected that lengthy wires from sensors’ amplifiers to acquisition card will collect some surrounding noise through EMI. In both cases the level of noise was unknown, in first case due to shortage of datasheet and in second due to unknown environment and cable EMI. Having this in mind, a filter design, verification and implementation tool was needed. Later on, during electronics design phase, unexpected source of high noise come out to be appearing from acquisition card’ out voltage power supply for instrumentation amplifiers.
	For testing purposes and modelling of force sensing characteristic of whole sensor system a precise force generator was needed. Force had to be generated for various angle directions in one plane. Since we were lacking such source we decided to use weights as force source and to rotate handle in order to change force direction. We made simple construction to firmly hold sensors’ part of handle in horizontal, but to allow its axial rotation. Software was needed to collect and organize data that are obtained by using this rig. Graphical representation of data for quick visual inspection, and data storing for later mathematical analysis were mandatory features as well.
	After design phase of data collecting for sensors’ calibration and transfer function modelling yet another flexible software tool was found desirable. It should help in obtaining and testing model of transfer function through simple GUI rather than by manual work.
	Mentioned software so far was developed using MATLAB, as a convenient flexible framework. As we described in [3] we are using Simulink and Real Time Windows target as a basis of system control mechanism. By using MATLAB for described software, easy Simulink model’s block manipulation is achieved. In other words, if some of design goals change, blocks or their parameters could be changed by software with minimal effort.
	Finally, the software is basically divided into three separate but complementary tools. Each tool was developed accompanying corresponding sensors’ system’s design phase.
	Fig. 1 Filter design and implementation tool’s GUI.
	III. Filter Design Tool
	As mentioned in previous section, noise which bound to exist was of unknown level. This meant that until first measurement is done no distinct conclusion could have been made. Also, doubt in quality of kitchen scale sensors for use in our application and possible sensor replacement, made us to come up with flexible filter design tool of our own. The main goal of that tool was to sample some data via acquisition card, enable its visual inspection, design digital filter, check if it filters out noise, and implement designed filter into Simulink model’s block. This tool’s GUI is shown in Fig. 1. As it can be seen it has all necessary sampling parameters at hand to edit, e.g. sampling time or frequency, or acquisition’s duration. With two buttons sample can be visually represented in time or by FFT in spectral view. This enables user to get rough idea how much filtering is needed. Options enable selection of a few things. Among one is filter implementation type. Default one is low pass digital filter. Basically we are using one of Simulink’s off-the-shelf filter blocks when implementing the filter. By clicking on Design Filter button Simulink’s filter block’s parameters setting GUI is opened. When the filter is designed its performance can be visually checked by using adjacent lower buttons. Sampled data is filtered with designed filter and the result is then viewed in time and/or in spectral view.
	When user is satisfied with the result, filter can be implemented in desired Simulink’s model with one simple button press. Implementation is done automatically if it is possible of course.
	IV. Calibration Tool
	Testing and calibration measurements ask for plenty of data collecting and sorting. To cope with this and to make ours lives easier we developed Calibration tool shown in Fig. 2.
	Again GUI has sampling parameters at hand with exception of easy sampling frequency change as it is inherited from the Simulink’s model. It still can be changed from the options menu. Difference with previous tool is that now two sources of data exist. X and Y axis data corresponds with force’s X and Y component, in force’s plane of view. It was accepted that Y axis coincide with 0 degree angle of scale. In similar manner it is considered that X axis coincide with 90 degree angle of same scale. Channels data can be visually represented in time or in spectral view. Their checkboxes just need to be ticked before pressing desired view’s button.
	As mentioned force source are weights, and handle is rotatable. Both mass and angle characterise one measurement and they need to be stored with rest of data. For convenience value increase/decrease buttons exist for each of them. Predefined value for one set of these buttons can be changed through options. For instance if angle increment/decrement should be 25 degrees, +20 and –20 button pair can easy become +25 and -25. Although we want to make system that measure force we assumed that it is easier to input mass of a weight. Force is automatically calculated by multiplying mass with acceleration g. Right value for g for specific location can be set through options.
	It was unknown in what increments of mass and angle to repeat measurements. At first glance it seemed that measuring time would be short and increments could be smaller. Later it came out that weight acts as a pendulum. Even small oscillations were easily amplified by sensors. Waiting for system and voltage to settle down could become pretty long, especially for heavier weights.
	Since filter’s initial conditions are by default all zeros, incoming sampled data will form a step. Filter output is thus step response. To prevent this from affecting measurements, settling time is automatically calculated for removal. Transitional part of data is disregarded both in plotting and further analysis. From remaining output’ sets of filtered data DC components are calculated, for both axes. Maximal deviations from these values represent accuracies. All four mentioned values for current measurement are displayed at middle right textboxes. If acquired values are pleasing they can be further stored into table below Store button, Fig. 2.
	Table contains all stored measurement values in order. Sorting is done first for masses from lightest to heaviest, and then for angles from smallest to widest. Although it was envisioned that mathematical analysis is done in another tool, visual inspection and rough idea about transfer characteristic can be observed within this tool. Systematic errors can be spotted early and thus corrected by this mean. Table data can be plotted in flexible manner in 2D. Horizontal axis variable is selected with lower left selection panel. There are three possibilities to choose from: mass, force, and angle. Vertical axis represents measured voltage in volts. Lower right checkbox panel enables selection of measured values set for plotting, e.g. DC values for X and/or Y axis. When both mean and accuracy boxes are checked, second can be superposed on first if it is desirable. In another words error bar is formed with confidence intervals or deviation along the curve.
	Viewing early data trends showed useful. Sensors were quite linear with force stress. Also a good sinusoidal law corresponded to angle change. Some characteristic plots are shown in figures 3 and 4 to back up these claims. This meant that fewer measurements are needed for calibration and modelling. It was real time saviour especially because pendulum settling time for heavier weights was pretty long.
	Fig. 3. Linearity of sensors with force stress for constant angle [3]
	Fig. 4. Sinusoidal law corresponding to angle change for constant weight [3]
	Although graphics from Figures 3 and 4 look all straight and sinusoidal, they are not ideal. Further mathematical analysis was needed to confirm or better to say quantify that. Table data could be saved and loaded to and from excel file.
	V. Analysis Tool
	Mathematical modelling of sensors system’s transfer function is backed up with the Analysis tool. Measurement data is first loaded through menu option. Model’s function is automatically fitted on mass-angle field of data for both X and Y sets. There is already preloaded model that we found consistent to our sensors, but it can be easily changed for others. We based our model on linearity and sinusoidal law that was backed up with visual confirmation with calibration tool. For visual checking of model’s consistency both measured table data and model’s data can be plotted as with previous tool. New feature is however 3D data plot. This draws data as 3D surface for better visual effect (reference to figure if there is enough space in paper). Model’s data is generated in two ways. First one is by using just selected or whole mass-angle data sets from table. Other is by explicitly specifying them in the fields in the middle of GUI shown in Fig. 5. Any error in their input is automatically corrected if possible or a warning is issued.
	When satisfied with the model, reverse model can be tested with fresh data which can be acquired from this tool. Reverse model is applied on it and calculated values for mass/force and angle are displayed at lower text boxes.
	Model can be viewed, saved and implemented in desired Simulink model as reversed model.
	VI. Conclusion
	Practise of creating/using simple software tools to diminish manual work in cases of quick and repeated redesign, and uncertain initial assumptions in our case turn out pretty useful. We came out with good force sensing system for our application and with flexible tool for future use. Furthermore it also creates a good laboratory set-up for student education.
	There are some improvements in flexibility of software that should be done and some options yet to be implemented, especially in the case of analysis tool. But for our current usage it was more work than real gain.
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	Testing the Matlab®Simulink-Based Frequency Response Analyzer
	Milica B. Naumović1, Robin De Keyser2, Clara-Mihaela Ionescu3
	Abstract – The correlation-based frequency response analyzer is implemented in Matlab®Simulink environment and has been tested under different working conditions in this paper. Two examples are selected to stress the good features of the analyzer even in the cases of the non-minimum phase object and a system with non-rational transfer function.
	Keywords – Frequency response analysis, Correlation technique, Matlab®Simulink environment, Frequency domain identification.
	I. Introduction
	A very practical and important approach to the analysis and design of a control system is the frequency response method. One of the advantages of this approach is the ability to focus the efforts on the interesting frequency ranges. Although the experimental determination of the system frequency responses can be easily accomplished, the main disadvantage is that many industrial processes do not admit sinusoidal inputs in normal operation. The frequency response analysis offers some useful insights into many control system characteristics, as stability, for example. Moreover, the frequency response allows us to understand the system behavior in the presence of more complex inputs. Also, frequency response analysis is a very well established system identification approach [1]. Namely, the measurement of the frequency response functions is an intermediate step in the identification process of the nonparametric models of the considered systems.
	Notice that the standard Simulink block library does not provide any Frequency Response Analyzer (FRA) block. Hence, the well-known correlation method [2], [3] was implemented in Matlab®Simulink environment and some results are already published [4-6] in order to demonstrate the merits of the applied approach. 
	The paper is organized as follows. Section II contains a brief review of the frequency response analysis by using the correlation method. In Section III some good characteristics of the developed analyzer are visualized by two interesting examples. The concluding remarks are given in Section IV.
	II. Frequency Response Analyzer –
	The Correlation Approach
	The frequency response analysis is a simple method for obtaining the detailed information about the considered linear system. The steady-state response  of  a stable system to an input 
	 (1)
	is given by
	, (2)
	where  is the time,  is the angular frequency, and  is a measurement noise signal. If we let be the system transfer function, then the amplitude and phase of the system frequency response can be computed as follows:
	,   and   . (3)
	To obtain the points on the system frequency response (the Nyquist diagram or the Bode plots), a number of experiments with several sinusoidal test signals at different frequencies should be done. In addition, there may be some problems related to the nonlinearity of the process, as well as to the significant effects of the noise. The setup given in Fig. 1 can serve the purpose of solving these problems as follows: the measured system output  is multiplied separately with both a sine and cosine signal whose frequencies are equal to the system input frequency , and then the products are integrated over a specified measurement time interval  [3].
	It can be shown, that the contribution of all unwanted frequency components in  goes to zero as the averaging time increases. Also, the outputs of the integrators (,) become constant values that depend only on the gain and phase of the considered system transfer function at the test frequency. This experiment should be repeated for a number of frequencies in a certain frequency band. 
	Therefore, the gain and phase of the system frequency response can be calculated using the following equations:
	, (4)
	and
	. (5)
	Note, that it is recommended to use the four quadrant inverse tangent function, as well as the unwrap algorithm in order to keep the phase continuous over the - borders.
	The above correlation method is based on a few assumptions that should be met.
	1. Taking into account some a priori information about the considered process, it is possible to choose the proper frequency interval for testing.
	2. In determining the amplitude of the input signal , the linearity of the system should be preserved.
	3. The desired accuracy and low noise sensitivity can be achieved by selecting a sufficient long measurement time  that should be an integer multiple of the period  corresponding to the test signal frequency , i.e.    
	,     . (6)
	Under these conditions, the average of the integrated noise is zero, which implies that the desired accuracy can be achieved even in case of low signal-to-noise ratio [6].
	The above described correlation method was implemented using Matlab®Simulink software package, performing all necessary calculations automatically for each value specified in the angular frequency vector, as shown in Fig. 2. To demonstrate the merits of the applied correlation approach, some testing the developed frequency response analyzer (FRA) should be conducted. To enable comparison of the frequency characteristics obtained by using FRA with the diagrams provided by using Matlab® bode or nyquist in-built functions, the control objects with known transfer function are commonly used. In this paper, the described method will be illustrated by two examples.
	III. Practical Examples
	A. Longitudinal Movement of an Aircraft
	The first example of the longitudinal movement of an aircraft has served to show that good frequency analysis results of the developed FRA can be obtained even in the case of the object with non-minimum phase behavior. Consider a linear model of the longitudinal dynamics of an aircraft, whose typical open-loop motions are presented in Fig. 3. Three output variables are of interest when the aircraft is displaced from the equilibrium defined by a constant angle of attack (), a constant longitudinal velocity (), and a constant pitch-angle (). The small changes in angle of attack, pitch angle, and velocity component along the longitudinal axis are denoted by , , and , respectively, and the input elevator deflection, by .
	Fig. 3. Typical aircraft open-loop motions [7]
	Separately defining the relationship between the input , and the respective outputs, , , and , the three transfer functions are obtained, as follows [8]:
	, (7)
	, (8)
	. (9)
	Note, that all three transfer functions have the same denominator polynomial which equated to zero gives the characteristics equation for the longitudinal dynamics of the aircraft as
	 . (10)
	The roots of the characteristics equation (10) are located at  and , and can be rewritten in terms of the damping ratio  and the natural frequency as the following two pairs:
	i. ;   (short-period mode)
	ii. ;  (long-period, or phugoid  mode [8]).
	Thus, the first short-period mode is highly damped, as opposed to the very lightly damped mode with a longer time period. Figure 4 shows the pole-zero configurations of the transfer functions , . The transfer function  has a peculiarity, since it is characterized by non-minimum phase behavior, unlike the other two functions.
	Fig. 4. Pole-zero configurations of the transfer functions (7)-(9)
	Figures 5(a), (b), and (c) show the gain and phase Bode plots for all three transfer functions. Using Matlab® Control Systems Toolbox the plots denoted by 'star' symbol are directly obtained applying the command bode to the functions (7)-(9). The curves denoted by 'circle' symbol represent the frequency responses of the same subsystems determined by using the developed analyzer. It can be concluded that the correlation technique provides a quite fine estimation of the frequency responses, with good fits to the amplitude and phase of the known transfer functions , . However, certain differences between the responses appear at higher frequencies, which can be mainly attributed to the fact that the gains of all three transfer functions, especially of the first transfer function, at the high frequency decay rapidly with frequency. One possible solution of the problem may be using the variable amplitude sinusoidal input signal.
	B. Fractional-Order Hold Device
	By using the developed analyzer, the frequency characteristics of a system with non-rational transfer function are investigated in this example. Recall, that in the sampled-data control systems the hold circuits are used to convert the discrete-time signals, obtained from the digital compensators, into the continuous-time signals, to be applied to the continuous-time objects. The hold circuits can be viewed also as the filters which attenuate the high frequency alias spectra generated by sampling continuous-time signals.
	It is well-known that the output of a fractional-order hold (FROH) in Fig. 6 can be described as
	,
	,  , (11)
	where , , and  are the input signal, the sampling period, and the hold device adjustable gain, respectively. 
	Fig. 6. The block-diagram of the idealized model of the sample-and-fractional-order hold circuit
	The transfer function of the fractional-order hold, can be shown to be [9]
	, (12)
	where  is the zero-order hold transfer function. Since the transfer function (12) is not a rational function, it is suitable to find a finite-dimensional rational transfer function, denoted by , using the Padé approximation of order  [4]. The traces given in Fig. 7 visualize the output  of the sampler and fractional-order hold given in Fig. 6, as well as the response of the rational function , corrected by  according to the sampling theory. The input is the sinusoidal signal  and the sampling frequency is according to the Shannon’s sampling theorem 10 samples per cycle.
	Fig. 7. Responses of FROH () to sine wave input 
	Frequency responses of the fractional-order hold device for sampling time  and the adjustable gain  are given in Fig. 8. The Bode plots denoted by 'circle' symbol represent the frequency responses of FROH device determined by using the developed frequency response analyzer. The plots denoted by 'star' symbol are directly obtained applying the command bode to the rational approximation  of the transfer function (12). It can be concluded that the applied correlation technique provides a quite fine estimation of the frequency responses, with good fits to the amplitude and phase of the rational transfer function . However, at higher frequencies the responses (the phase response, particularly) are distorted, which can be mainly attributed to the approximation errors.
	Conclusion
	The paper presents a frequency response analyzer based on ``the correlation technique and implemented in Matlab®Simulink environment. To verify that the developed analyzer works properly, it was tested on two examples. Based on the presented results, it is possible to conclude that the developed analyzer provides a quite fine estimation of the frequency responses of the considered systems.
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	Generation of the Power Quality Disturbances in LabVIEW Software Environment
	Milan Simić1, Dragan Denić2, Dragan Živanović3, Dimitar Taskovski4, Vladimir Dimcev5
	Abstract – Software controlled procedure for classification and generation of the typical power quality disturbances, is presented in this paper. Generation procedure is functionally based on the virtual instrumentation concept, including software application developed using graphical programming package LabVIEW and D/A data acquisition card NI PCI 6713, installed in standard PC environment. Besides standard undisturbed three-phase voltage signal waveforms, six different categories of the PQ disturbances characteristic for real-time power distribution networks, can be simulated on the basis of developed virtual instruments: voltage swells, sags, interruptions, high-order voltage harmonics, swells with harmonics and sags with harmonics. Each of simulated PQ disturbances can be predefined and easily changed according to user requirements, using various combinations of the knobs and controls implemented on the virtual instrument front panel. Data acquisition 8-channel card NI 6713 provides real-time generation of the disturbances using analog output channels, which can be applied for testing and verification of the instruments developed for measurement and processing of the basic PQ parameters.   
	Keywords – Power quality disturbances, LabVIEW application software, Virtual instrumentation.
	I. Introduction
	Increased concern for power quality problems in the recent years is substantially resulted from the fact that degradation of power quality parameters directly causes decreasing of energy efficiency level in electric power production, distribution and consumption processes. Devices and equipment applied in the industrial and various commercial or domestic facilities, such as computers and different automated electronic equipment, are sensitive to many types of the power quality degradations, caused by influence of the possible power distribution system problems and network disturbances. To reduce possibilities of various disturbances and customer equipment failures, power distribution companies are obligated to perform continuous monitoring and analysis of the delivery network quality [1,2]. 
	Generally, due to complexity and importance, PQ problems demand combinations of the many disciplines and activities, such as digital signal processing, power engineering, software engineering, supported by advanced measurement instruments and methods. Relevant and valid information regarding to the power distribution network quality level can be provided only by measurement and detailed software based processing of the 
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	measurement results related to the standardized power quality parameters [3]. Nominal reference values of these parameters including acceptable limit values and measurement intervals, are prescribed with recommendations of the relevant national and international normative documents and PQ standards. The European PQ standard EN 50160, developed by the European Committee for Electrotechnical Standardization - CENELEC, prescribes voltage characteristics of electricity supplied by the public distribution systems in normal operating conditions [4]. This document defines nominal values, measurement intervals and monitoring periods of some typical PQ disturbances, such as slow voltage variations, frequency variations, voltage sags, temporary and transient overvoltages, short and long voltage interruptions, three-phase voltage signals unbalance and high-order voltage harmonic components. Some basic requirements prescribed by EN50160 European quality standard, regarding to values of the typical PQ disturbances, are given in Table I. 
	TABLE I
	Acceptable values and measurement intervals of the  PQ disturbances according to European standard EN 50160
	PQ disturbance
	Acceptable 
	limits
	Measurement 
	intervals
	Monitoring periods
	frequency 
	variations
	50Hz ± 1%
	10 s
	1 week
	slow voltage variations
	230V ± 10%
	10 min
	1 week
	voltage sags
	10 to 1000 times per year
	10 ms
	1 year 
	short voltage interruptions
	10 to 100 times per year
	10 ms
	1 year 
	long voltage interruptions
	10 to 50
	times per year
	10 ms
	1 year 
	temporary overvoltages
	mostly
	< 1.5 kV
	10 ms
	-
	voltage 
	unbalance
	mostly 
	2% to 3%
	10 min 
	1 week 
	harmonics
	8% (THD)
	10 min
	1 week
	 Procedure for software supported generation of the typical PQ disturbances and disorder events, presented in the paper, is based on LabVIEW application software and data acquisition card NI 6713 [5]. The primary purpose of this procedure is to provide reference three-phase voltage waveforms, including special functions for simulation of the possible power delivery network problems. Such acquisition system can be applied as a part of the procedures for metrological verification, testing and calibration of the instruments and equipment developed for monitoring, measurement and software based processing of the basic PQ parameters, prescribed by the relevant quality standards. Basic hardware configuration of the developed data acquisition system and basic functional characteristics of the procedure for generation of the standard disturbances, will be described and analyzed in the following segment.of this paper.
	II. Description of the Procedure
	Basic configuration of the software supported procedure for automatic generation of the standard PQ network disturbances is presented in the Fig 1. This simple hardware configuration includes standard PC computer platform, supported by virtual instrumentation software and components for data acquisition.
	Fig. 1. Hardware configuration of the generation procedure
	 Presented hardware configuration of this generation process is consisting of two strongly connected functional segments. First functional segment performs definition and classification of the basic PQ disturbances for later generation. Definition of the specific signal parameters for individual disturbance types can be performed during programming process, directly from LabVIEW instrument panel, including possibilities for simple     selection and variations of the signal parameters, according to user demands and requirements. Second functional segment of this process considers generation of the PQ disturbance signal waveforms, previously defined, classified and simulated in PC 
	environment using LabVIEW programming software support. Generation process is based on 8-channel data acquisition PCI card NI 6713, developed with 12-bit resolution and maximum amplitude output voltages of (10V [5]. This acquisition card designed with possibility for digital to analog data conversion, from manufacturer National Instruments Corporation, for this specific application purpose uses three analog output channels which provide waveforms generation, based on the previously determined values of the samples per period, memorized into acquisition card data buffer. Very important feature of chosen D/A card is possibility for double data buffering, enabling that replacing of the samples is possible without interruption of the output signals generation. Direct two-way communication and data interchange between acquisition card and PC computer is provided by means of standard PCI communication interface. In this specific case, six different categories of the typical PQ disturbances, characteristic for three-phase power distribution networks, will be possible to generate, including undisturbed three-phase voltage waveforms, such as presented in Table II. 
	TABLE II
	Summary of the PQ disturbance categories for generation 
	PQ 
	disturban.
	                               Basic parameters
	voltage swells
	start and stop time,
	swell amplitude level
	voltage sags
	start and stop time,
	sag amplitude level
	voltage interruption
	start and stop time
	voltage harmonics
	start and stop time, harmonic levels 
	swells + harmonics
	start and stop time,
	swell amplitude level,
	harmonic levels
	sags + harmonics
	start and stop time,
	sag amplitude level, 
	harmonic levels
	These individual PQ disturbance categories for generation can be predefined and simulated using different combinations of basic waveform parameters, such as for example: frequency 
	Fig. 2. Front panel of the LabVIEW virtual instrument for graphical presentation of undisturbed three-phase voltage waveforms
	Fig. 3. Graphical presentation of the control panel for adjustments of the basic signal parameters and voltage swell waveforms
	value, number of the visible signal periods, start and stop time of the specific disturbance event, disturbance amplitude levels and amplitude levels of the individual high-order harmonics. Practically, these basic adjustments for individual disturbance simulation parameters need to be performed across developed programming sequence in LabVIEW environment, according to specific demands. Virtual instruments applied for definition and simulation of the mentioned PQ disturbance waveforms, will be presented and described in the following paper section.
	III. Virtual Instrumentation Software
	Described procedure for disturbance waveforms generation is functionally based on the concept of virtual instrumentation. Virtual instrumentation concept is based on the standard PC or notebook computers, supported with hardware components for 
	signal acquisition and corresponding software languages [6]. Front panel of the virtual instrument, developed by means of graphical programming package LabVIEW, for presentation of the simulated undisturbed three-phase voltage waveforms is presented in Fig 2. Besides presentations of the waveforms, on instrument front panel are shown control switches, performing selection of the specific PQ disturbance category. Three-phase voltage waveforms, illustrated with seven signal periods, are simulated with 50Hz standard nominal frequency value, signal phase differences of 2π/3 rad and normalized maximum signal level of 1V, within the acquisition card output range of (10V. Besides master control switches for selection of the individual PQ disturbances, developed virtual instrumentation software gives possibilities for variations and adjustments of the basic disturbance parameters. These adjustments are provided using a number of the control buttons and knobs implemented in the              
	Fig. 4. Presentation of the three-phase voltage sag waveforms performed in LabVIEW software environment
	Fig. 5. LabVIEW simulation and presentation of the three-phase voltage waveforms with high-order harmonics and voltage swell
	virtual instrument front panel, such as presented in Fig 3. On this front panel are shown control buttons for regulation of the signal periods number, signal frequency, disturbance start and stop times, voltage swell and sag amplitude levels. Illustrated front panel also performs graphical presentation of the voltage waveforms, including simulation of three-phase voltage swell.            Waveforms are generated according to predefined disturbance              duration and swell amplitude level. Simulation of three-phase waveforms with included voltage sag, performed in LabVIEW environment, is illustrated in Fig 4. Shown voltage signals are simulated with 50 ms disturbance duration and 0.5V sag level. Separated section of the control knobs is applied for selection and regulation of the amplitude voltage levels regarding to the individual high-order harmonics added to the nominal voltage waveforms. LabVIEW virtual instrument used for simulation and presentation of three-phase voltage waveforms with high-order harmonic components and voltage swell, is presented in Fig 5. Content of the specific individual high-order harmonic components can be precisely defined by number of the control knobs for regulation of the odd voltage harmonic levels, from third to eleventh harmonic orders, such as illustrated in Fig 5. 
	IV. Conclusion
	Acquisition system developed for classification, simulation and generation of the PQ network disturbances, characteristic for real power distribution systems, is described in this paper. Procedure is functionally supported by virtual instrumentation software and data acquisition D/A card NI PCI 6713. Virtual instruments designed in LabVIEW programming environment perform definition and simulation of the basic PQ disturbance  classes determined by relevant international quality standards. Selection, regulation and adjustments of the basic parameters for disturbed three-phase voltage waveforms are performed by 
	the number of the control buttons and knobs, implemented on virtual instrument front panels. Using acquisition card analog outputs, generation of the following PQ disturbance categories is provided: three-phase voltage swells, sags, interruptions and waveform swells and sags with individual high-order voltage harmonic components. Described generation system, which is functionally based on the virtual instrumentation concept, can be used in procedures for regular calibration and metrological verification of the PQ measurement instruments and devices.
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	Power Wire-wound RF Resistor with High Linearity 
	Vaclav Papez1, Stanislava Papezova2 
	Abstract – This paper describes a wire resistor with the resistance of several hundreds ohms, with a power dissipation up to several hundreds watts. In a high frequency band, it shows maximum frequency reflection coefficient values with respect to the nominal resistance value of about 0.1, and which reaches a  third order IM distortion products close to -130dBc at the dissipation power.  
	Keywords – Wire-wound resistor, High linear resistor 
	I. Introduction
	A special construction of the wire resistor was developed during the reconstruction of the system for testing low-harmonic signals quality and intermodulation distortion of passive components.  In both cases, it is necessary to be equipped with attenuators and resistors whose intermodulation distortion is less than the measured values. But such a requirement for IM3 values ranging from -120 to -160 dBc is not always easy to meet [1].
	Currently used commercial RF power resistors are film type resistors. Their resistance path is formed by a layer made of metal or metal oxides which is deposited on the non-conductive substrate. The path is usually formed into a meandring shape, e.g. by means of lithography or the process of grinding, to reach resistance nominal value. The advantage of this kind of resistors, whose power dissipation varies from several hundreds W up to the units of kW , lies in its low frequency dependence.  At frequencies reaching 1 GHz, often even higher, they show the complex impedance magnitude error from the nominal resistance value of approx. 10%.
	The technology of the film type resistor manufacturing, used materials, non-homogeneity of the film , the contacts of the film with the leads and its ferromagnetic properties cause a nonlinearity of the film type resistor expressed by a 3rd order IM distortion at the nominal load reaching -60 dBc. It means that resistors of such a kind cannot be used in low IMD systems or they must be overrated in several orders to ensure an acceptable level of their IM products.
	Wire-wound resistors made of resistance alloys processed in a metallurgical way show much lower nonlinearity even at high loads. The resistors of such a construction suffer from the existence of the resistance path inductance and capacity of individual sections inside and out of the resistor. Due to these parameters, the resistor is substituted by an RCL circuit with lumped parameters, in which the resistance path inductance is represented by the resistor spurious inductance, and the capacity disturbances are represented by the resistor spurious capacity.
	1Vaclav Papez is with the Faculty of Electrical Engineering, Czech Technival University in Prague, Technicka 2, 16627 Prague, Czech Republic, E-mail: papez@fel.cvut.cz
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	The frequency dependence of the complex impedance of the wire-wound resistors with the resistance value up to several hundreds ohms is determined by the resistor spurious inductance at the frequencies in the order of units of MHz and manifests itself by the rise in resistor magnitude impedance. After the subsequent increase in frequency, the current passing through the resistor spurious capacity starts having the crucial influence. An induction imaginary component takes gradually a capacity character.
	Therefore, the most usual construction of the wire-wound resistor, whose resistance values vary from several tens to several hundreds ohms used at frequencies in the order of tens of MHz, are constructed to reach maximum suppression of the outer resistance wire inductance by an appropriate way of winding. Spurious capacity can be neglected.
	A simple spiral winding wound on the cylindrical winding support of a big cross-section, which is used at common wire-wound resistors, cannot be used at high-frequency wire-wound resistors due to its high spurious inductance. Therefore, there are used special techniques of winding enabling lowering the spurious inductance in  orders  of tens or higher, e.g. flat and flat bifilar-wound windings enabling ten to twenty fold lowering, Ayrton-Perry, wave and lap windings enabling approximately fifty fold lowering. 
	 Such resistors whose resistance can be measured in several hundreds ohms and their power dissipation in several watts, show, at  frequencies up to 5MHz, a 10 per cent complex impedance magnitude error from the nominal resistance value.
	II. The Resistor Construction 
	The construction of the wire-wound resistor is derived from the construction of the resistance path as a lossy line section with distributed parameters. The example of such a construction with four series-parallel connected sections of non-symmetrical lines is presented Fig. 1. Total resistor impedance is the same as the output impedance of one line section. The power dissipation at each section represents only one quarter of the total resistor power dissipation. 
	Fig. 1. The diagram of the resistor
	For the line designed for quarter power dissipation compared to the line in which a total power dissipation is lost, a resistance wire with a half cross-section and a half length can be used.
	Using a line with a smaller mechanical length is also suitable with respect to high frequency properties of the resistor, where the conductor with a smaller cross-section always shows less influence of the skin effect on the wire resistance at a high frequency, and where the sum of inductive reactances of two sections in series is always smaller or maximally equal to the inductive reactance of one line section with its total length equal to the sum of the lengths of individual sections.
	The example of a real construction of the resistor is presented in Fig. 2. The resistor is wound by an insulated resistance wire around the metallic, electrically and thermally conductive support. The resistor is designed as two winding sections in the following way: the beginning of the first winding is connected to the end of the second one and the end of the first one is connected to the beginning of the second one. The conductors are placed on the smooth-surfaced support, winding by winding. The winding on the support surface is impregnated and covered with an insulating varnish. The winding is thus strengthened. The electric winding strength is increased by filling in the air cavities with a solid insulator in between the conductor and support. The winding capacity is increased, characteristic winding impedance is lowered and thermal resistance between the support and winding is decreased.
	Fig. 2. The example of the resistor construction
	Even though the circuit connection does not correspond precisely to the circuit diagram in Fig. 1, the winding works in the same way. It is because the properties of both windings are identical (their symmetry towards geometric centre, insulated support and low capacity against their vicinity).  The whole conformity causes the support RF voltage to set up automatically in a way that the voltage at the ends of the resistor is symmetrical to the support. Therefore, preserving the geometry, a difference of potentials between the conductive support and the centre of both windings is automatically set up to a zero level even without connecting all three points.
	A. Theoretical analysis of the construction
	 Impedance of the resistor winding is taken as an input impedance ZIN of the short-circuited lossy line (1) with the length l, propagation complex constant γ (2) and a characteristic impedance Z0 (3) [2] .
	         (1)
	    (2) 
	                                                              (3)
	where  L´ is line inductivity per unit of length,
	           C´ is line capacity per unit of length,
	           R´ is line resistance per unit of length
	           G´ is line conductivity per unit of length, G´= 0
	Electric properties of the connection of resistor winding conductors among themselves and with the connectors are approximated by a simple Γ network with the parallel capacity at the line input and series inductivity. The complete conformity of the model with the measured frequency dependence of the complex impedance at the realized sample is presented in Fig. 3. 
	Fig. 3. The frequency dependence of impedance
	Another type of a model can be used, i.e. the model of winding by network with lumped elements, see Fig. 4.
	Fig. 4. The network model with lumped elements
	T network with an inductor L, resistor R and capacitor C represents a resistor winding; an inductor L1 and capacitor C1 represent a Γ network for the connection approximation. The frequency dependence of the model impedance is illustrated in Fig. 3. According to the approximation, optimum line parameters enabling of the desired construction of the resistor working in the widest frequency range have been searched for. To preserve resistor attenuating properties, a maximum length of one line section smaller than a quarter of the wavelength of the guided TEM wave must be preserved at the highest possible operational frequency.
	                                                                         (4)
	where v is the speed of line wave propagation,
	 l is the length of one line section 
	The value of the reflection coefficient, taken as a ratio of the resistor impedance and its nominal value, at fmax ranges from 0.3 to 0.5. For lower frequency values, the reflection coefficient values are substantially lower. At the frequency fmax/2, the reflection coefficient can reach the value of 0.05. Characteristic impedance of the resistance wire line and its surroundings, i.e. a conductive support and resistance wires of other line sections, must be chosen according to an ohmic resistance of the resistance wires of one line section.
	                                                          (5)   
	where  Rn   is an ohmic resistance of a line section
	The value of Z0 is determined mostly by geometry of the wires on the conductive support and by permittivity of the insulating layers. On a small scale, Z0 can also be influenced by the ratio of the resistant wire diameter, insulation layer thickness and by permittivity both of insulation layer material and insulating varnish. To reach a desired resistor nominal value, another configuration of partial resistor line interconnection fulfilling the conditions (5) can be used. Another configuration determines another value of characteristic impedance Z0 which for resistor nominal value can be more suitable. For the area with high frequencies, equations (4) and (5) can be substituted by better relations, more usable in practice, which work with values L´, C´ a Rn (6),(7).
	                                                       (6)
	                                                               (7)
	Fig. 5 illustrates a frequency dependence of reflection coefficient magnitude, which were determined by modelling, optimization and measured on an original sample.
	Fig. 5. Frequency dependence of |r|
	B. High linearity of resistor 
	The intermodulation distortion was chosen as the measure of resistor non-linearity. Any nonlinearity of the resistor volt-ampere characteristic will cause the generation of harmonics to the supplied signal or the generation of the components with combinatorial frequencies in case of a higher number of supplied signals. High resistor intermodulation immunity is determined by a total reconstruction, technological processing and, particular-ly, by used materials. The main factors of the resistor nonlinearity are contact connections, as well as all ferromagnetic materials used in the construction.
	In places where resistor heating occurs during the operation, the conductor contact must be avoided. The connections must be soldered, hard soldered or welded. Also the type of connectors must be thoroughly chosen. The use of connectors with surface nickeling, or connectors with galvanically nickeled  film under the surface of a gold layer is critical. Such a connector will generate higher level of intermodulation products [3]. 
	Critical is, as well, the choice of the resistance wire material. Commonly used alloys with high resistivity (nickel-chrome alloy, manganin, constantan) contain ferromagnetic nickel.  Nonlinearity of the magnetization curve at the ferromagnetic material causes an intermodulation distortion and the dependence of the resistance wire impedance of the passing current. 
	Thus, high resistor intermodulation immunity can be ensured only by an alloy with high resistivity which does not include ferromagnetic components. For constructing the resistor, an alloy zeranin 30(CuMn7Sn2), whose resistivity is 0.29Ω/mm2m and thermal coefficient less than 10-5/K, was used [4]. At present, it is available in the form of varnish-insulated wire in a wide range of diameters.
	The level of intermodulation distortion generated by the resistor varies with the supplied power in comparison with intermodulation distortion generated by currently manufactur-ed power resistors, see Fig. 6. There are compared Mini Circuits 50 (/5W, JFW 50 (/50W, RES-NET 50 (/1100W and wirewound rezistor (marked ZERANIN) which embodies minimal intermodulation distortion.
	Fig. 6. Intermodulation distortion  level  - power characteristic
	C. Realization of the resistor
	Realized samples of the resistors correspond to the arrangement shown in Fig.2. A conductive winding support is made of pure copper of 99.9% and its dimensions are optimized with respect to winding a resistor cooling. From outside, the support has a simple cylindrical shape (diameter 40mm; the length 40mm). The resistance wire is wound on the outer smooth cylindrical-shaped surface. The effective cooling is ensured by a cooling airflow passing through the holes drilled eccentrically and parallel-connected with the axis of the support, see Fig. 2.
	The winding support is set on insulated axial spines. It is placed in the metallic case which serves for resistor shielding and fixing the connector, cooling the ventilator and mechanical protection of the resistor winding. The cooling ventilator is separated from the resistor by the shielding barrier and is parallel to the support base, approximately in its axis. The ventilator used in the construction is small, with a DC 1.5W brushless motor, which ensures cca 10 m3 /hour cooling airflow through the support and around it inside the case. 
	Fig. 7 represents the view on the open case of the resistor. Thermal conditions at the resistor sample were measured by an infrared camera. 
	An infrared image scanned with IR camera EASIR4 Fy. WUHAN, immediately after opening the case of the resistor, loaded with 25 W power at 4 MHz for a long time, at the cooling air temperature of 22oC is shown in Fig.8. The temperature profile of the line scanned approx. along the axis of the resistor support image is illustrated in Fig.9. At the dissipation power of 25 W, maximal resistor winding surface temperature reaches 55oC, at the dissipation power of 50W it reaches approx. 90oC, at 100W it reaches up to 150oC. 
	III.  Conclusion
	Above mentioned procedure was used to manufacture two samples of the resistor with the nominal resistance value of 25 Ω, which can be permanently loaded with a dissipation power of 50 W at minimum. This construction can be modified to the construction whose resistance value ranges from approx. 10 to 100 Ω a dissipation power up to 100 W by using the wire with a different diameter and different interconnection of the partial line sections. The maximal complex impedance magnitude error from the nominal resistance value less than 10 % is preserved in the frequency range to 25 - 50 MHz.
	Here presented construction of a VF power resistor enables lowering the frequency dependence of its impedance, and therefore it is applicable in the manufacturing of electronic components in the cases where wire resistors are used in the circuitries with fast time-variable voltage and current. The resistor wire manufactured in a metallurgical way and by drawing enables to construct a resistor with a very low dependence ranging from ±3 ppm/K and with a very low level of nonlinearity in the range of –140 dBc
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	Fig. 7. The resistor configuration
	Fig. 8. The infrared picture of the resistor
	Fig. 9. The temperature profile on the resistor surface
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	Bridge Symmetric Crystal Oscillator 
	Vaclav Papez1, Stanislava Papezova2 
	Abstract – This contribution describes bridge symmetric crystal oscillator. A selective component of the oscillator is realized as Wheatstone bridge with two identical crystal resonators.  An amplifier of this oscillator is realized as a symmetrical differential amplifier. Oscillator is especially solved with a view to achieve minimal phase noise of generated signal. Results are compared with common Gouriet-Clapp oscillator. 
	Keywords – Stable oscillator, quartz crystal oscillator 
	I. Introduction
	Simple structures of crystal oscillator are derived from the free-running Colpits oscillator. The oscillator is an amplifier surrounded by a feedback circuit which is essen-tially a crystal filter. The oscillator generates the frequency and oscillation amplitude, for which the loop transmission equals REAL 1. Amplification and phase shift of amplifier compensate the damping and crystal filter phase shift.
	Frequent oscillator constructions are based on the principle of circuit diagrams with the Π network or bridged T network in the feedback circuit (Gouriet-Clapp, Pierce or Butler oscillators), see Fig.1. 
	Fig. 1.  Basic oscillator circuits
	If capacitor reactance is high, the oscillator corresponds to the Pierce oscillator modification. The crystal resonator works with the induction part of the impedance close to the parallel resonance. The oscillators are mostly equipped with stress-compensated crystal resonator cuts for which it is easier to construct supplementary selective circuits to suppress spurious oscillation modes. The crystal resonator can be better matched to the high impedance of the active element, which is desirable particularly at the circuits with low consumption.
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	If the reactance is low, i.e. comparable to the equivalent serial resonator resistance, the oscillator corresponds to Gouriet-Clapp modification [1]. Not to overload the crystal resonator with high capacity, one more capacitor is connected in series with the resonator. The crystal resonator works in the neighbourhood of its serial resonance with an impedance induction part. At input and output ports, the Π network has low impedance, which results in lowering the impact of the active element on the resonator, but the active element must be sufficiently amplified, even if a low load impedance is preserved.
	The crystal oscillator with a bridged T network can be taken as a modification of the Butler oscillator – the amplifier with a crystal resonator in the transistor’s emitter circuit and a positive feedback circuit with a resonance circuit having split capacity. This type of connection is mainly used in cases, where it is necessary to choose an oscillator working frequency from the number of harmonic frequencies at the crystal resonator by means of another frequency selective circuit. It is necessary especially in case that the oscillator must oscillate at a harmonic frequency of the crystal resonator.
	The above mentioned connections do not show always good results. In case of generating signals with high frequency stability and minimal noise generated by stable amplitude, more complex oscillators are used. Another type of the crystal oscillator, where a selective circuit with a crystal resonator is designed as a bridge, is the Meacham oscillator [2]. Its circuit diagram is presented in Fig.2. The bridge-stabilized circuit operates as a sort of the Q multiplier enabling increasing a crystal Q factor by the factor approximately equal to the excess gain in an active element. The signal level can be stabilized by a nonlinear resistor; e.g. a thermistor or a light bulb, which is inserted in the bridge. 
	Fig. 2.  Meacham oscillator
	Although the Meacham oscillator has markedly better properties than the above mentioned simple oscillators have, it is not used due to the function of the bridge, i.e. it is not 
	Fig. 3.  The balanced bridge oscillator
	accurately balanced, and i.e. the bridge is only near the balanced state. Therefore, the effect of the active element phase shift on the frequency is possible. Moreover, the oscillator has two transformers, and thus the oscillations at a frequency different from the frequency of the resonator can occur. It is also difficult to suppress spurious modes of the crystal resonator oscillations. 
	Most elaborated oscillators with crystal resonators are balanced bridge-controlled oscillators, see Fig.3. Such an oscillator is a complex device which consists of a voltage-controlled crystal oscillator (VCXO), a bridge with a crystal resonator, a synchronous rectifier and the Phase Lock Loop (PLL) for the frequency control by means of the voltage-controlled crystal oscillator. The oscillator [3], [4], [5] uses only one bridge network as both VCXO selective circuit and balanced bridge. According to the published data, the oscillator can provide notable results: a 10 MHz oscillator shows the frequency stability in order of 10-10/ºC and the phase noise level ranging from –150 to –160 dBc/Hz at a distance from the carrier, which is greater than 100 Hz. Nevertheless, the oscillator is not used. It may result from its complexity and due to the fact that this complicated circuit produces higher noise power, which manifests by increasing both phase shift and noise background of the oscillator signal.
	II. Bridge symmetric crystal oscillator 
	The bridge symmetric crystal oscillator is considerably simpler than balanced bridge controlled oscillator, it is possible to realize it by using of 20 up to 30 parts. The Wheatstone bridge connected in the feedback loop between input and output of the amplifier [6], [7] represents its basis. The oscillator circuit is solved with regard to minimum distortion of the signal and maximum of the useful signal -to- noise ratio, thoroughly as a symmetric circuit.  The oscillator amplifier is a push-pull differential amplifier completed with circuit for control of amplifying for stabilization of level of the generated signal (see Fig.4).
	The oscillator bridge is wholly symmetric as well; it contains 2 identical crystal resonators and 2 linear resistors. This modification allows assuring, with crystals with small allowed power losses, a high selectivity of the bridge and sufficient power  for  the  amplifier  excitation. In  comparison 
	Fig. 4.  Bridge symmetric crystal oscillator
	with conventional Wheatstone bridge with 1 resonator, the symmetric bridge allows approximately double increase of the fictive Q factor of the resonator quality for the same amplification of the amplifier. For achievement of identical output voltage of the bridge and identical fictive Q factor of the resonator quality, there is attached a half voltage on resonators in the bridge with 2 resonators and the resonators are loaded with a quarter power loss.
	The bridge is connected in the oscillator circuit so that one terminal of its input diagonal is earthed. The output signal on the second diagonal of the bridge is the voltage between its terminals and is processed as a floating voltage against the ground potential with differential inputs of the push-pull amplifier. The amplifier is equipped with ultra-low-noise dual matched monolithic transistor MAT02. In symmetric connection is well compensated the nonlinearity of their transfer characteristic and there is significantly reduced the nonlinear distortion of the signal transferred by the amplifier. This allows to reach a higher frequency stability of signal generated by the oscillator and to reduce the conversion of noise amplitude modulation to phase modulation, which allows reaching also a higher suppression of the phase noise in the signal spectrum. Simultaneously, a high suppression of transfer of summarized signal is reached with symmetric amplifier as well. The output circuit of the amplifier is realized with a balancing output transformer. The output circuit of the amplifier is realized with a balancing output transformer. The symmetric winding of the transformer is connected to collector electrodes of transistors; the non-symmetric winding is connected to the bridge through the nonlinear resistor divider with filament lamp.  From non-symmetric winding is also taken the output signal of the generator. The inductivity of the transformer winding is tuned with capacitor to working frequency of the oscillator.
	Analysis of oscillator circuit issues out of equivalent scheme of bridge oscillator, which is illustrated in Fig. 5. The bridge transfer, defined by ratio of voltage difference between amplifier inputs to output voltage of the amplifier, is possible to express by the relation (1). If bridge is pre-set close the balanced state, R1≈R is valid and if the bridge operates near the resonant frequency of the crystal, relation 2R» |ωL-1/ωC| is further valid, it is possible to convert (1) into form (2).
	Fig. 5.  Equivalent circuit model of bridge oscillator
	                    (1)
	If bridge is pre-set close the balanced state, R1≈R is valid and if the bridge operates near the resonant frequency of the crystal, relation 2R» |ωL-1/ωC| is further valid, it is possible to convert (1) into form (2).
	                 (2)
	Similar, for Gouriet-Clapp oscillator with Π network with identical crystal and with capacitor C1 at ports of Π network, it is possible to express transmission impedance that is ratio between output voltage to input current Uo/Ii of Π network, express by relation (3).
	             (3)
	where C2 is capacity of serial combination C and of two C1. C2 ≈ C
	Expression R+j(ωL-1/ωC2) in fraction denominator (3) displays impedance of equivalent series resonance circuit of crystal. Q factor of equivalent circuit is determined by relation (4) and it is practically consistent with Q-factor of crystal,
	                                      (4)                 
	where fr is resonant frequency L and C2.
	Term ΔR+j(ωL-1/ωC) displays impedance of equivalent serial resonance circuit in the same way for transfer function of the bridge (2) too, but with damping resistance ΔR. It is possible to express Q-factor of equivalent serial resonant circuit by relation (5). Effective factor quality of the bridge Qef is higher than Q-factor of crystals, whereas its rate is proportional to ratio R/ΔR.
	                    (5)
	Example of frequency dependencies of transfer functions courses, which were measured on bridge and calculated for bridge and Π network and displayed in complex plane, are illustrated in Fig. 6. Marks at curves correspond to frequency series with difference 0,25 Hz, for which were provided measuring and computing too. Measuring was realized with crystals at frequency 1,053 MHz with equivalent loss- resistance R=140 Ω and Q-factor Q=2.105, simulation has been performed for crystals with the same parameters too.
	Fig. 6. The frequency dependence of normed transfer functions
	Noise properties of oscillator were monitored in equivalent circuit according to Fig. 7 [8]. Differential amplifier represents amplifier of the oscillator with transformer and nonlinear divider, feedback network replaces crystal bridge. Intrinsic amplifier noise represents voltage noise source UN. 
	Noise level at oscillator output is given by noise level of the source and by gain of amplifier with positive feedback.   
	Fig. 7. Equivalent noise circuit model
	The voltage transfer characteristic is, by marking according to Fig.7, given by (6)
	                                                    (6)
	where G is amplifier’s gain without feedback 
	       β is transmission of feedback network.
	For amplifier, working in mode of automatic level stabilization, gain coefficient G will be always set automatic-ally on such value, in order to already be solved condition of oscillation origin βG=1. At the same time oscillation originate on frequency f0, where transmission magnitude β is the highest (βmax) and shift phase in loops nears to the value of 2kπ. Further signals will be process signal without distortion; under these conditions it is possible to express the voltage transfer characteristic by relation (7) out of frequency f0.
	                                       (7)
	The voltage transfer characteristic is image of transfer function of feedback network and its magnitude, surroundings of frequency f0 , is much higher than amplifier gain. 
	Typical course of frequency dependence of the voltage transfer characteristic magnitude for oscillator amplifier with bridge and Π with network above-mentioned crystals is displayed in Fig. 8. 
	Fig. 8.  The voltage transfer characteristic
	Rated value of voltage transfer characteristic represents also gain coefficient, for the transfer of noise from the noise source on amplifier output. 
	Simulation of frequency spectrum of generated noise was performed for oscillator with bridge and Π network. Noise source at amplifier input was approached according to data sheets of used active elements (bridge oscillator -MAT02, Π network oscillator - J310).
	The frequency spectrums of calculated oscillator noise surroundings of the carrier, represented as a ratio of the sideband noise power to the total noise power are depicted in Fig 9.
	Fig. 9. The calculated noise frequency spectrum
	Output power of oscillator is up for 6dBm, according to values of realized samples, at which these values were chosen with regard to possible load of quartzes.  Lower noise level and low noise spectral width of bridge oscillator is perceptible. The frequency spectrum of oscillator noise that was measured on realized samples is shown in Fig. 10.
	Fig. 10.  The measured noise frequency spectrum
	Measured courses are in a good agreement with courses, which were obtained by simulation. Output power of oscillator is up for 6dBm, according to values of realized samples, at which these values were chosen with regard to possible load of quartzes.  Lower noise level and low noise spectral width of bridge oscillator is perceptible.
	III. conclusions
	The frequency spectrum of the bridge symmetric crystal oscillator embodies in the area near carrier, in comparison with Gouriet-Clapp oscillator with the same crystal, lower noise level approximately about 20 dB. Level of background noise is lower too, approximately about 10 dB.
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	Modelling of Solar Cells for Indoor Applications
	Aleksandar Stjepanović1, Sladjana Stjepanović2, Ferid Softić3, Zlatko Bundalo4
	Abstract - Possibilities of solar cells applications for power supply of electronic devices and systems used for indoor working conditions are considered and described in the paper. Model of solar cell for indoor applications and under the influence of artificial light is proposed and presented. Results of experimental measurements performed on more samples of solar cells produced in mono crystalline silicon technique and thin film technique are given. Comparisons of experimental results and cell modeling results are performed.
	I. Introduction
	Photovoltaic (PV) systems are not only large PV systems or autonomous standalone systems. By the PV power are also supplied small systems as a pocket calculator, a charged system for mobile phones and many other applications or professional systems that are mobile or with wireless sensors.
	Small photovoltaic system is used either as an autonomous system or as an auxiliary power supply to extend the lifetime of battery pack. These systems often include the battery pack and hence most of the concepts developed for standard autonomous standalone systems are still valid.
	Some small photovoltaic systems operate under the artificial light in the home or the offices [1]. The artificial light has a different spectral irradiance than the sunlight and the measure of artificial light magnitudes is given in photometric units rather than in radiometric units. The main difference is that the photometric quantities are a measure of the visible light. Indoor photovoltaic devices receive a random mixture of natural and artificial light. The natural light in the home or the offices have a differential spectral distribution than the standard AM1.5 and depends on the environment.
	To analyze the influence of light falling on the solar cell that is in the home or the office, we need to know the relationship that exists between the intensity of light that gives the source of artificial light and the ability of solar cells that convert incoming light into electrical energy.
	The patterns that describe the behavior of solar cells for the effect of sunlight at standard test conditions could be used in the research of influence of artificial light.
	II.  Work of Solar Cells under Arificial Light
	1Faculty of Transport and Traffic Engineering, University of Eastern Sarajevo, Vojvode Mišića 52, 74000 Doboj, Bosnia and Herzegovina, E-mail: aco_stjepanovic@yahoo.com
	2Telekom Srpske, Kneza Lazara 4, 74000 Doboj, Bosnia and Herzegovina
	3,4Faculty of Electrical Engineering, University of Banjaluka, Patre 5, 78000 Banjaluka, Bosnia and Herzegovina
	based light bulb. Spectral characteristics of these light sources are very different from the spectra of light emitted by the sun. For an analysis of solar cells under the influence of artificial light is necessary to know the intensity of light that reaches the surface of solar cells. This intensity is expressed in lux [1].
	To calculate the intensity of light received it is started with the fact that the light source can be represented as a point isotropic source of light. Based on the form of luminous flux and illuminance follows that is [1]:
	, 
	where Φv  is luminous flux, E illuminance, d distance from light source, Ω solid angle.
	If the lamp can be considered as a point isotropic source, then the solid angle Ω is 4π. In the event that there is a shadow around the radiation source the solid angle is calculated from a form [1]: 
	               ,                       
	where γ is shadowed angle.
	To analyze the influence of artificial radiation it is very important spectral characteristics of radiation sources. It is known that the spectral characteristics of radiation are different for different types of radiation sources. The most commonly used types of sources in the houses and employers are the incandescent thread and the florescent lighting.
	  Along with the analysis of spectral characteristics of light sources in space where the solar cells are it is necessary to know the spectral characteristics of solar cells. 
	Fig. 1 shows the spectral response of silicon solar cells obtained by the simulation package PSpice [1].
	Fig. 1. Spectral response of silicon solar cells
	The Fig. 1 shows that the spectral response curve maximum is located around  900nm.
	III. Mathematical  Model of Solar Cells
	The efficiency of solar cells is defined by [2]:
	, 
	where FF (Fill Factor) is the ratio of the  maximum power output of the cell to the product of ISC   and Voc, Isc is short circuit current, Voc is open circuit voltage, E is light  intensity.
	It is known that the short circuit current of solar cell is proportional to the intensity of solar radiation E, and can be written as [3]:
	, 
	where  α is a constant.
	Open circuit voltage is related to short-circuit current through the relation [1]:
	, 
	where k∙T/q =25mV is the thermal voltage, Io is the saturation current.
	Based on the forms (3), (4) and (5) can be written that [3]:
	. 
	For current saturation can be written [3]:
	, 
	where Iβ is constant current, Wg is the band gap, T is temperature.
	If we can make the substitution of pattern (6) in the form (5) we obtain [3]:
	.       
	The term outside the brackets represents a constant, so that the form (7) can be written in general form as [3]:
	, 
	where 
	, 
	and 
	. 
	The constants α and Iβ depend on the type of solar cell. 
	On the basis of equations (3), (4) and (6) the load voltage can be written that [3]:
	. 
	If we previous formula express as [3]: 
	,        
	the previous expression can be written as [3]:
	, 
	where is:
	, 
	and
	. 
	Based on measurements performed on solar cells made in amorphous silicon technology, we obtained values for the unknown constants A, B, C and D. 
	For the observed solar cell are obtained the value of the inverse saturation current Io = 11nA measured on the room temperature (T = 300K). Value of the constant α is 0,033 and of the constant Iβ = 3,98 ∙ 1020. The obtained values are entered into the formula (15) and is obtained that the Voc  :
	. 
	With the fill factor FF = 0,85 ÷ 0,90 for the constants A and B is obtained that is A = 0,701 ∙ 10-3 and B = 0,01.
	It follows that the efficiency of solar cells can be calculated from the formula:
	. 
	In a closed environment where is the dominant influence of artificial light for the intensity of illumination of solar cells can be used form (1).
	Based on this form it is calculated the intensity of illumination of solar cells with known information about the flux of light bulbs. Data on light flux lamps are usually provided by the manufacturer of light bulbs. 
	Using the formulas (1) and (13) we obtain:
	IV. Experimental Results
	Experimental measurements were performed on several different types of amorphous silicon solar cells   and  monocrystalline silicon. 
	As light sources were used the incandescent bulbs with 100W power and luminous flux 1340 lm of manufacturer "OSRAM", and also compact energy saving fluorescent light bulbs with power of 20 W and luminous flux 1300 lm. 
	The Table I shows the results obtained by measuring  of amorphous siliconsolar cells illuminated by the incandescent bulbs light source.  In Table II are given results when as the light source were used compact fluorescent light bulbs. In the Fig.2 and Fig.3 are presented experimentally obtained results given in Table I and Table II.
	TABLE I
	Incandescent bulbs house lamp
	Experimental Results a-Si Solar cells
	E[lux]
	Voc[mV]
	Isc[mA]
	1.
	263
	314,5
	8,69
	2.
	333,40
	337,9
	11,50
	3.
	475,33
	352,5
	15,01
	4.
	634,29
	367,3
	17,89
	TABLE II
	Fluorescent house lamp
	Experimental Results  a-Si Solar cells
	E[lux]
	Voc[mV]
	Isc[mA]
	1.
	263
	191,5
	1,56
	2.
	333,40
	195
	1,63
	3.
	475,33
	199,5
	1,69
	4.
	634,29
	212,7
	2,06
	Fig. 2.  Bulbs house lamp light influence on Voc for  a-Si solar cells
	Fig. 3.  Fluorescent house lamp light influence on Voc  for  a-Si solar cells
	Tables III and IV show results of the measurements carried out on solar cells made in monocrystalline silicon solar cells [5]. Measurements were performed with the same light sources as in previous tables. In Fig.4 and Fig.5 are shown experimentally obtained measurement results given in Table III and Table IV. 
	TABLE III
	Incandescent bulbs house lamp
	Experimental results for mono crystal cells
	E[lux]
	Voc[mV]
	Isc[mA]
	1.
	263
	232
	13,57
	2.
	333,40
	255
	16,42
	3.
	475,33
	282
	20,27
	4.
	634,29
	309
	25,3
	TABLE IV
	Fluorescent house lamp
	Experimental results for mono crystal cells
	E[lux]
	Voc[mV]
	Isc[mA]
	1.
	263
	58
	2
	2.
	333,40
	59,8
	2,03
	3.
	475,33
	67
	2,29
	4.
	634,29
	76
	2,63
	Fig. 4.  Incandescent light influence on Voc for  mono crystal Si solar cells
	Fig. 5.  Fluorescent light influence on Voc  for monocrystalline solar cells
	Comparison of experimental results was done with the results from simulation model of amorphous silicon solar cells. Table V shows the values obtained by simulation models based on the formulas for open circuit voltage (18) and short circuit current (5).
	TABLE V
	Incandescent bulbs house lamp
	Simulation results
	E[lux]
	Voc[mV]
	Isc[mA]
	1.
	263
	508
	7,78
	2.
	333,40
	517
	11,00
	3.
	475,33
	526
	15,68
	4.
	634,29
	533
	20,93
	Fig. 6 shows simulation obtained results for three different temperatures: Voc1(E) for T=300K, Voc2(E) for T=310K and Voc3(E) for T=320K.
	Fig. 6.  Simulation results for T=300, 310 and 320K
	In Fig. 7 is shown temperature influence on solar cell open circuit voltage.
	Fig.7. Temperature influence on open circuit voltage
	From Table I and Table V can be seen that the results of experimental measurements and results obtained by simulation of model of the solar cell short circuit current Isc are within approximate acceptable values. 
	The difference of open circuit voltage for all four measurement ranges from 166mV to 194mV. The arithmetic mean of these open circuit voltage measurements is 178mV. The given model introduces a constant error approximately of the amount of 178mV, which can be adjusted by changing the constants D in the formulas (15) and (18).
	V. Conlusion
	Presented mathematical model of solar cells is intended for research of influence of artificial light on the operation of solar cells. The conditions in which solar cells are working in confined spaces are different from the conditions when the cells are exposed to solar radiation. The spectral characteristics of solar radiation are different from the spectral characteristics of radiation sources commonly used for lighting in the rooms, homes and offices. In respect of that the open circuit voltages and short circuit currents are much smaller than the values obtained due to the effects of solar radiation. 
	The given model follows measurements of the short circuit currents that were obtained and there is a constant difference between the values of open circuit voltages of solar cell simulation model and the values obtained by measurements. 
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	Evaluation of the Available Scripting Languages for Home Automation Networks: Real World Case Study
	Milan Z. Bjelica1, Bojan Mrazovac1, Nikola Teslić2
	Abstract – Ever increasing demand for the solutions that can help automate everyday tasks inside a household has resulted in various systems, devices and applications working towards the fulfilment of that goal. The majority of systems use scripting languages to define the behaviour of automated devices in the home. In this paper we present the results of the analysis of several major scripting languages used within a real home automation system, which we extended with several different script interpreters. In the scope of our discussions scripting languages Lua, XML and SMIL are covered.
	Keywords – home automation, scripting, Lua, XML, SMIL
	I. Introduction
	Trend of emerging new products for automating our homes has a continuous growth. Several companies boosted the demand within the consumer electronics market, following the introduction of cheap, ubiquitous devices that communicate using commercial, widely available protocols. Instead of the expansion of dedicated standards, such as those driven by KNX, we witness the reuse of Ethernet-based protocols and radio links (WiFi) for connecting devices in an automated home. These protocols, with the addition of Zigbee, provide a framework for sensor/actuator networks for many home automation (HA) systems. Therefore, the market of HA systems for average users and their homes has been blooming.
	For the application of HA systems in the average homes, there are the following outstanding problems: (1) installation of the system, requiring more retrofit and less reconstruction required by new wiring; (2) customization of the system and the definition of complex system behaviour tailored to suit each individual user. To overcome these problems, most of the modern controllers have been equipped with script interpreting engines; therefore, scripting languages are used to easily define and apply desired behaviour upon the ecosystem of available devices. There are several choices of scripting languages that are usually considered and implemented. Lua scripting language [1] has been set as a standard for a high-level behaviour definition for different logical entities. For example, it has been widely used for level scripting in video games (World of Warcraft [2], CryEngine [3]), as well as for residential and hospitality application customization, including the code for all the device drivers (Control4 [4]). Several authors propose different variants of XML-based scripting languages. For example, a prototype HA system presented in [6] uses time or sensor triggers that are defined
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	by the top-level parent nodes within the XML script file. Once the triggers are processed, nested XML child nodes are being interpreted in the way common to high-level programming. This is used to invoke different actions on actuators (turn the light on, start video playback etc). Open-source project Open Remote uses XML language to define all the devices and make different scheduled actions [7]. Both XML [8] and SMIL [9] have been used for digital signage applications and the interactivity that is required for the creation of immersive multimedia presentations. SMIL is set to be one of the standards for the digital signage systems, whereas the standardization efforts are still underway. Rarely, other languages are also used for customizing home behaviour. For example, popular open source software Mister House [10] uses Perl to define home behaviour.
	Usage of scripting languages for smart homes or other living spaces has been covered in several research activities in the academia. Gaia metaoperating system has been proposed as a middleware for defining the behaviour within different ubiquitous computing habitats. This system uses LuaOrb, an extension to Lua, to program and configure active spaces and to coordinate the active entities they contain [11]. Further, an extension to OSGi framework has been proposed in the form of mobile agents. These agents are used to define actions and patterns for the automated home, using MASML scripting language entirely based on XML syntax [12]. Finally, an extension to SMIL has been proposed, called IPML, to program a distributed multimedia environment, similar to the one in smart homes [13]. To the best of our knowledge, there has been no research that compares and evaluates different scripting languages for the specific HA requirements.   
	In the next section we give the brief description of Lua, XML and SMIL languages, being that these languages are the most commonly used in the HA industry. Section III explains the methodology applied for the evaluation, whereas Section IV gives the results of the evaluation obtained from the experiments on the actual HA system.
	II. The Perspectives of Lua, XML and SMIL
	This section discusses the ability of the three languages to script the desired home behaviour. Each language is briefly described having the home automation in mind and the extensibility of languages. Therefore, a “challenge script” is written in each language for a simple automation scenario – turn light on in the evening if a person enters the room.
	Lua language has already been proven for use in the commercial HA systems [4]. One of its main virtues is that it can be easily embedded within any application written in C/C++, but also in Java, C#, Smalltalk, Fortran, Ada, Erlang, Perl or Ruby. Syntax of Lua highly resembles to that of Javascript – although it is not a pure object oriented language. When used for the HA scripting, Lua can be extended by the addition of different new functions to the language; therefore, it is possible to support the needed event mechanisms, commands to devices and multithreading. Support for modules enables wrapping of different command sequences to higher level functions that are easier to use in programming. Challenge script written in Lua is given in Figure 1.
	require("LIGHT")
	require("PIR")
	evid = events_register("PIR Sensor", PIR.MOTION_IN)
	while true do
	   events_wait(evid, 0)
	   if (tonumber(os.date("%H")) > 19) or   
	      (tonumber(os.date("%H")) <  6) then
	      LIGHT.on("Bedroom Light")
	   end
	end
	events_unregister(evid)
	Fig. 1. Challenge script written in Lua
	XML is not a scripting language; it is only the specification of tags that represent data with the simple hierarchy relations such as parent-child. Therefore, before using XML as a scripting language, it needs to be extended, as, for example, in [6]. Interpreting XML nodes as programming language constructs (e.g. for loop, if-else, switch-case, commands) enables the use of XML-based language for home automation scripting. Given the nature of XML language, it is difficult to support modularization and threading. However, simple operations, such as the execution of a command sequence following an event are very easy to program. Challenge script written in XML is given in Figure 2. 
	<macro>
	   <driver type="signal" modulename="PIR Sensor" status="MOTION_IN">
	      <if>
	         <case namea="@time_hour" val="19" rel="GR">
	            <instruct modulename="Bedroom Light" function="on" />
	         </case>
	         <case namea="@time_hour" val="6" rel="LS">
	            <instruct modulename="Bedroom Light" function="on" />
	         </case>
	      </if>
	   </driver>
	</macro>
	Fig. 2. Challenge script written in XML
	SMIL is mostly timeline oriented – it is possible to define a command sequence, or several sequences in parallel, with the increased ability to program in real time, specify timely response, specific command durations, begin and end constraints etc. Therefore, it is very easy to program effects for the automated home, such as multimedia transitions (e.g. slideshows) or lighting effects (including light fading). Although it is easy to extend with new functionalities given the extensible ref tag definition, it is difficult to modularize. Also, it is suited for the event-action chains that are frequently used in HA scripts than for the traditional sequential programming. SMIL challenge script is given in Figure 3.
	<body>
	   <par>
	      <ref id="pir2" begin="wallclock(19:00)" end="wallclock(06:00)">
	         <param name="homea:sensor" value="PIR Sensor"/>
	         <param name="homea:event" value="MOTION_IN"/>
	      </ref>
	      <ref begin="pir2.activateEvent">
	         <param name="homea:act" value="Bedroom Light"/>
	         <param name="homea:command" value="ON"/>
	      </ref>
	    </par>
	 </body>
	Fig. 3. Challenge script written in SMIL
	III. Evaluation Methodology
	To efficiently assess the performance, usability and several other key enablers for the decision on the use of a scripting language for the automated home, we have integrated the appropriate script interpreters to the real home automation system already developed in our previous research [6]. Used components within the evaluation are the controller, PIR motion sensor, sensor proxy board, DMX adapter and DMX test RGB lamps. Therefore, we have provided a unique testing environment, mitigating the potential side effects involved with the use of different encapsulating software modules. By the use of a single compiler switch in the code, we enabled the change of the used interpreting engine. System hardware components used for the evaluation are shown in Figure 4. Changes to the controller software blocks in the sense of enabling the aforementioned change of the desired scripting engine are shown in Figure 5.
	Fig. 4. System architecture used for the evaluation
	Fig. 5. Software modules with the extensions (darkened)
	The following script interpreting engines have been used: (1) Official Lua library v5.1 [14]; (2) XML-based language parser with TinyXML library v2.6.1 [15] and (3) Ambulant library for SMIL v2.2 [16]. Test scripts used were the same challenge scripts as presented in Section II. 
	The following characteristics have been analyzed in our study: (1) code syntax complexity; (2) execution speed, startup speed and responsiveness; (3) memory footprint; (4) fitness for purpose; (5) development effort impact and (6) availability for the commercial use. 
	Code syntax complexity is assessed as a structural complexity of the challenge scripts. Three sets of scores are granted for this cathegory: (1) total lines of code; (2) number of non-language function calls and (3) Halstead complexity measurement scores, including length, vocabulary, volume, difficulty and effort [17]. Total lines of code are expressed in the final number of lines a challenge script occupies within a file. Number of non-function calls expresses the need for extending the native language to fullfill the target requirements of the HA system, whereas the number corresponds to the quantity of non-language function calls. Halstead complexity measurement bases all the scores on the following properties counted inside the script: the number of distinct operators (n1), the number of distinct operands (n2), the total number of operators (N1), and the total number of operands (N2). All function names and script tags are considered operators; all function parameters and attribute values are considered operands. Then, script length score (N) and script vocabulary score (n) are calculated as:
	                      (1)
	Script volume score (V), and the difficulty score (D), expressing the difficulty to write/understand the script, are:
	                        (2)
	The effort score (E), expressing the effort needed to write the script (Et as the effort in seconds), is calculated as:
	                                             (3)
	The execution speed has been measured by acquiring processor ticks (cycles). The checkpoints in the code were determined, and the call to the function __rdtsc is used to obtain the number of processor ticks before and after the assessed operation. To measure the execution speed and responsiveness, the following two checkpoints were created: (1) before the announcement of the MOTION_IN event from the PIR sensor, once the event has been captured (one line prior to calling the event callback function from the PIR sensor driver); (2) immediately after the call to the ON command of the DMX light driver. The speed would depend solely on the scripting language used – the results would show which script provided the fastest response to the motion event – that is, turned the light on following the presence detection. To measure the startup speed, the following two checkpoints were created: (1) before starting the playback of the challenge script (without the time needed to actually load the file from the file system); (2) immediately after the call to the first custom command in the script code. In the case of Lua, checkpoint 1 is placed one line of code before the call to lua_pcall that triggers the script execution, whereas checkpoint 2 is placed immediately upon the call to the custom event_register function. In the case of XML, checkpoint 1 is placed immediately after the call to doc.loadFile, whereas checkpoint 2 is placed immediately upon the call to the custom driver element parser, that registers for the event described within attributes. In the case of SMIL, checkpoint 1 is placed one line of code before the call to smilPlayer->start(), whereas checkpoint 2 is placed immediately upon the call to the method dedicated to parsing the ref tag (custom_parser_handler::start()). Being that only Lua script reaches both checkpoints within a single thread, we tested the case where Lua is instructed to run the script from a separate POSIX thread context (checkpoint 1 is placed prior to the appropriate pthread_create call).
	Memory footprint is expressed in Kbytes and reflects the size of the script interpreting library (together with all the required dependencies) when built in the release mode. Fitness for purpose is expressed by giving answers to the features required in the specific HA environment, in the form of “yes”, “no”, or “with modifications”. This consists of the following: (1) threading; (2) extensibility; (3) supports time triggers; (4) structural coding; (5) event-based coding. Development effort impact gives the results of a survey of five engineers, experienced in writing home automation scripts in Lua, XML and SMIL, what is the development effort needed for each language applied to the same problem. The answers are captured on the Likert scale 1-10, where 10 means the highest development effort needed. Availability for the commercial use answers the question whether the license of the interpreter conforms to the requirements of integration within a commercial solution.
	IV. Evaluation Results
	In this section we give the comparison results as per methodology described in Section III. All results were obtained by running the challenge scripts on a real home automation controller in the lab environment.
	Execution speed (responsiveness) comparison of Lua, XML and SMIL is given in Figure 6. Script startup speed comparison is given in Figure 7. Lua is the absolute winner in both benchmarks; even when running from a separate thread context, it is still roughly ten times faster than either XML or SMIL. Both XML-based language and SMIL use the same set of tags that require the creation of the document tree – this may be the root cause for the slower response.
	 Fig. 6. Responsiveness using Lua, SMIL or XML (in CPU ticks)
	Fig. 7. Script startup speed using Lua, SMIL or XML (in CPU ticks)
	Complexity measurement of different properties is given in Figure 8. The outstanding factors show that XML and SMIL scripts are longer and more cumbersome in terms of syntax. However, SMIL is the least complicated and easiest to write. Here we must point out that procedural programmers may favour Lua over SMIL, but it is clear that SMIL provides the cleanest solution per se. Important factor is the number of non-language function calls – here Lua is the most generic, and requires most extension functions. Nevertheless, our opinion is that Lua is the easiest to extend, since it provides the straightforward extensibility mechanism.
	Fig. 8. Complexity metrics for challenge scripts written in Lua, XML and SMIL (first two rows – Halstead)
	Results for the fitness for use in the HA environment, and memory footprint results are shown in Table I. Those in fond of procedural programming with the need for threading would favor Lua. XML performs best with the event-based scripts, whereas SMIL has precise time synchronization and again, targets event-based scenarios.
	TABLE I
	Fitness for use in Home Automation – Lua, XML and SMIL
	Lua
	XML
	SMIL
	Threading
	With modif.
	No
	No
	Extensibility
	Yes
	With modif.
	With modif.
	Time triggers
	Yes
	With modif.
	Yes
	Structural
	Yes
	With modif.
	No
	Event-based
	With modif.
	Yes
	Yes
	Footprint
	~143 Kb
	~482 Kb
	~724 Kb
	Development time impact survey results are shown in Figure 8. The difference to Halstead effort metrics are in the perception of SMIL language – programmers found it the hardest to code because they are the least used to the way it needs to be programmed. All three languages and their interpreters are valid for commercial use; MIT license (LUA), LGPL license (Ambulant/SMIL) and ZLib license (TinyXML) all allow for integration of the interpreters to the commercial products.
	V. Conclusion
	In this paper we have evaluated Lua, XML and SMIL scripting languages for the use within a real home automation system. Most parameters favor Lua language as the fastest, smallest and the most comprehensible. XML is a good choice for simple, event-based scripting, whereas SMIL provides the best time synchronization for the immersive effects. In our future studies in context-aware systems, we will retain the use of Lua and XML for the behaviour scripting, while we consider using SMIL to code interactive multimedia presentations. Further analysis would contain the measurement on the usage of stack and processor load, whereas a larger set of scripting languages may be included.
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	Some Aspects of Broadband Internet 
	Growth and Limits 
	Dragan Bogojevic1, Natasa Gospic2
	Abstract – Deployment of Broadband Internet is currently one of the most important global issues. Plans for developing agendas are very ambitious but implementation is not as expected. In this paper authors analyse broadband growth and its limitation factors, delays and gaps. Using logistic growth function, the growth limit, delay and gap for Serbia is calculated in reference to the average of EU countries. Authors selected group of broadband barriers and compared values and gaps between EU and Serbia. Results show that Serbia is lagging behind EU-27 in broadband Internet access, growth is not fast as needed and consequently delay and gaps are significant.
	Keywords – Broadband Internet, Growth Limit, Model, Gaps, Broadband barriers, EU, Serbia.
	I. Introduction
	The development of broadband (BB) Internet and Information Society (IS) has been one of the key topics in modern electronic communications for a while. Broadband development over the past few years was in the focus of both developed and emerging economies. Since 2009, this development is additionally forced as a key element in overcoming the current economic crisis. It is stated that broadband services play an important role in the people' social and economic lives, and they are effective tools against recession, and driving force in the process of building up IS and narrowing digital divide.
	The ITU WSIS Report [1] reflects a joint effort among several international organizations (ITU, UNESCO, WHO, UNDESA) and representatives of civil society in achieving Millennium Development Goals (MDGs) in 2015. This report shows that progress has been made with five billion mobile cellular subscriptions worldwide at the end of 2010 and a mobile telephony household penetration rate of over 50 per cent in many developing countries. Almost two billion people throughout the world have access to the Internet but it is necessary to bring affordable fast broadband access within reach of the great majority of the world’s people — noting that today three quarters of the world’s inhabitants still have no access to the Internet at all. 
	To incorporate BB and Information Communications Technology (ICT) into official national strategies in developing countries, the MDGs provide a welcome compass. 
	Beyond 2015, broadly universal and widespread access to broadband should be a key concern of policy-makers in setting the next round of global targets.
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	II. Global Growths and Gaps
	Despite the global economic downturn, on the whole, the ICT sector has continued to grow, in large part due to continued growth in emerging markets. While the average penetration level of mobile broadband services was 5.4 subscriptions per 100 inhabitants in developing countries, it is, with 51.1 per 100 inhabitants, 10 times higher in developed world. [2].
	The developing countries continue to lag behind when it comes to fixed (wired) broadband where the limited number of fixed telephone lines constrains the deployment of broadband access via xDSL. Even though subscriptions are increasing, a penetration rate of less than 1 per cent in Africa, for example, illustrates the challenges that persist in increasing access to high-speed, high-capacity Internet access in the region. The wide disparity between developed and developing countries in broadband penetration levels and rates of Internet access illustrates the need to ensure that developing countries are not excluded from the digital IS. While around a quarter of the world’s population now uses the Internet, in the very poorest countries, that proportion is just one or two per cent. The gap in access to broadband networks is even greater.
	Regional growths, barriers and limits exist among different countries. Some (developed) accelerate development, others (developing) unsuccessfully try to follow main trends. Mobile and fixed BB gaps among Europe, Americas, Arab States, Asia-Pacific and Africa are illustrated in [2]. Also, in region of South-Eastern Europe (SEE) as an example of developing countries in close proximity to the developed world (European Union - EU), broadband penetration with 9.4% in 2010 was more than two times lower than in EU-27 with 24.8% [3, 4]. 
	Question how to speed up access of broadband Internet for all is still waiting for an answer.
	There are a lot of papers dealing with the global [1, 2], regional [3], [4, 5] and national initiatives, plans and development of broadband, but a small number of papers deals with limiting factors. In next chapters authors propose to analyze not only plans and growth, but also delays, gaps and limits, illustrating the approach taken by EU countries.
	III. Example of Modelling
	The BB Internet grow rates of five user groups are analyzed in [6]. These groups are: large enterprises (>250 employees), enterprises with 50 to 249 employees, enterprises with 10 to 49 employees, households with broadband Internet and the number of broadband access lines per 100 inhabitants. Data used in [6] are collected by Eurostat [7]. For each data set a logistic growth function [6] is constructed in the form
	y( t) =  a / {1 + exp [b + c (d +t )]}                    (1)
	where y is the penetration rate of broadband Internet access (or percentage of inhabitants/households/enterprises with such access) at time t. Constants a, b, c, and d are time-independent growth parameters: a is the growth limit, and b, c, and d are the time-scaling factors. These represent the collective effect of all factors (economic, technological, social, etc.) that influence the Internet diffusion process. Their numerical values are determined using the method of the least squares fitting to the measured data in hand. 
	Each time a new data point is taken into account in the model, the growth parameters are to be determined, and the future growth path including the growth limit may change slightly. The limit becomes a moving limit, per analogy to moving average known from statistics. Once the growth limits are known, it is straightforward to determine whether the digital gap between two given user groups or countries will vanish, or not. The gap, Δy(t), is defined as the difference between two growth functions, y1 and y2, at a given reference time t. 
	In [6] the model is examined for all of 27 countries of European Union and it confirmed that existing disproportions in Broadband Internet with i2010 development agenda did not vanish with time. 
	IV. Serbian BB Growth Limit, Delay and Gap
	Using the model explained in [6] authors research the BB growth limit and delay for Serbia. The available data for this research are extracted from [4].
	Development of BB Internet (penetration per 100 inhabitants) in Serbia (RS), the SEE region, the EU-27 and EU-15 countries is shown in Fig. 1. 
	Fig. 1. Growth of BB Internet penetration per 100 inhabitants
	At first glance data series EU-15, EU-27, SEE and RS seems to grow linearly without limits, because we have used only penetration per inhabitants and we did not segmented users in groups. Application of Eq. 1 for the Internet growth in enterprises (in all European countries including Serbia) makes it possible to infer their limits. The percentages of enterprises with broadband Internet exhibit the highest limits; the same relations are observed in all EU countries. In Serbia, for example 96.8 % enterprises used Internet in 2010, but for BB Internet the data are not available.
	Serbia BB delay is less than one year in comparison to average of SEE, but about 5.5 and 6 years to EU-27 and EU-15 average values, as it is shown in Fig. 1. In Serbia, broadband penetration in 2010 with 9.2% was nearly three times lower than in EU-27 (24.8%) [4]. It indicates that the gap is 16.8. 
	Using data sample for period 2006 – 2010 and applying Eq. 1, we identify broadband limit of 24 BB users per 100 inhabitants. The limits (asymptotes) of line is noticeable after 2015, see Fig. 2. The obtained results are:
	 Serbia Delay = ∆t (y) = 5.5
	Serbia Gap = ∆y (t) = 16.8
	Serbia Growth Limit = 24%
	Fig. 2. Broadband Internet diffusion in Serbia for inhabitants
	It can be concluded, regardless of limited data, that the delay of 5.5 and the gap of 16.8 are significant compared to the EU-27 average, and growth limit (24%) cannot overcome this gap.
	V. Barriers in Serbia
	Having in mind BB growth in developed countries there is the threat that the gap between Serbia and most of EU countries will increase with time. It imposes the challenge for Serbian BB policy to decrease BB delay, gap and growth limits. 
	Based on authors’ previous papers and discussions in the [8], [9], [10], current investigations and Statistical Office data [11], main barriers could be identified as:
	 Lack of financing,
	 Urban / rural gap,
	 Overall income and telecommunications expenditures,
	 Poor and unemployed inhabitants,
	 Gender and ages gap in Internet usage 
	 Lack of ICT skills
	Although analytical and statistical data on broadband access in rural areas and in small cities in Serbia have not been available, based on [11] the differences between urban and rural regions in Serbia are significant. Households in urban settlements have a broadband Internet connection three times higher than in rural (other) settlements (38.9% : 11.4%, average is 27.6%).
	The average family in Serbia spends EUR 19.70 per month on telecommunications. This amounts to 3.9 percent of its disposable income. Households in Belgrade set aside the same percentage, while families in the Autonomous Province of Vojvodina spend 4.3%. Analysing the gap caused by household’s income, according to [11], the average available income per household in Serbia is around EUR 500 in 2010, households with income above EUR 600 have a broadband Internet connection five times higher than with income below EUR 300 (65.6% : 12.1%, average is 27.6%).
	In year 2010 in Serbia even 9.2 percent of the population lived below the absolute poverty line, which amounted to EUR 85 per consumer unit. The extent of poverty in Serbia is growing since 2008. People from rural and sub-urban area are more exposed to poverty (13.6 %) compared to the population of the urban area (5.7 %). High risk of poverty has a family whose provider hasn’t primary education (14.2 percent) or elementary school (12.7 %), and the greatest risk of poverty are households headed by unemployed (17.9 %) or inactive (17.1 %) provider.
	Similar disproportion has been found in the Internet usage analysed per gender and ages. In 40.9% of total internet users 45.3% are men and 36.7% are women. Users with age 45+ are below average (40.9%), every third inhabitant uses Internet if he/she is 45-54, and every tenth if he/she is in age group 55 – 74. Opposite to them young population 16-24 has Internet penetration 80%.
	All above data support the observation that listed barriers are real obstacles in Serbia and for their elimination Serbia should have more aggressive BB policy.
	VI.   Indicators and Gaps 
	Previously explained barriers, in some extent, exist also in EU countries. In order to identify Serbian gaps, we compare EU-27 average indicators toward Serbian as it is illustrated in Table 1.
	At the beginning of the indicators analysis, two parameters: the relationship between GDP per capita at purchasing power parity (Purchasing Power Parities - PPP) and the participation of electronic communications in relation to GDP are given, according to [4] and [5]. Index GDP / cap in PPP for Serbia, in relation to the EU-27, which represents the maximum value of 100, is 36, indicates that the Serbian level is significantly below the EU-27 average (about 1 / 3). On the other hand, the electronic communications market in Serbia is 5% of GDP, while in the EU-27 average is about 3%. 
	In Serbia, 8% of users have fixed BB Internet access, which is three times lower than in the EU-27 (24.8%), and 1.3% of users have mobile BB, which is almost five times lower than in the EU-27 (6.1%). Except undeveloped broadband infrastructure in Serbia, one of the reasons for delay is certainly the fact that a monthly subscription for BB Internet access of 2 Mbps offered by national fixed network operator (expressed in PPP € including tax) in Serbia is 50% higher compared with the EU-27 average range.
	TABLE I
	EU-27 and Serbian indicators and gaps values
	Indicator
	Serbia
	EU-27 
	average
	Gap 
	Serb/EU 
	GDP/cap PPP 2008 [%]
	36
	100
	36.0%
	e-communications market / GDP [%]
	5
	3
	166.7%
	Internet Users [%]
	40.9
	65
	62.9%
	Internet usage by gender              Men
	45.3
	68
	66.6%
	Women
	36.7
	62
	59.2%
	Internet usage by education [%]  Low
	21.7
	44
	49.3%
	Medium
	51.5
	69
	74.6%
	High
	73
	90
	81.1%
	Internet usage by 
	ages [%]        16-24
	80.2
	90
	89.1%
	25-54
	47.2
	73
	64.7%
	55-75
	10.5
	37
	28.4%
	fixed BB [%]
	8
	24.8
	32.3%
	mobile BB [%]
	1.3
	6.1
	21.3%
	Households with BB access [%] total
	27.6
	61
	45.2%
	urban
	38.9
	 
	 
	rural
	11.4
	 
	 
	Computer usage [%]                   men
	55
	71
	77.5%
	women
	47
	66
	71.2%
	Breakdown house-hold expenditures 2008 [%]
	4.9
	2.7
	181.5%
	Unemployment rates [%]
	13.6
	7
	194.3%
	BB monthly fee 2 Mb/s [€/PPP] 
	47.44
	30.95
	153.3%
	Source: Cullen International [4], [5]
	Indicators of individuals who regularly use computers show that Serbia is below the EU average and also is below the level of values that have, for example, Romania, Bulgaria and Greece.
	VII. Conclusion
	In this paper authors have analysed current situation in BB growth in Serbia and proposed model, which deals with delays, gaps and limits in BB development, based on similar approach taken for EU countries [6]. 
	Obtained results show that BB growth in Serbia is not as fast as needed. The delay (5.5) and the gap (16.8) are significant compared to the EU-27 average, and growth limit (24%) is not promising. 
	The applied model for Serbia infers intrinsic limits to growth of the broadband Internet penetration rate that might be unnoticeable otherwise. These growth limits depend on many factors. Main barriers are lack of financing, existence of urban/ rural gap, overall income and telecommunications expenditures, poor and unemployed inhabitants, and lack of Internet usage due to gender, education and ages.
	All results about growth, limits and delays, statistical data, main barriers and comparison of selected indicators lead to recommendation that Serbia should have more defined and aggressive BB policy, which will support new investments and bring new players for BB services. Complexity of processes involved in the diffusion of broadband access and the needs to overcome existing gaps require further comprehensive research.
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	One Solution for Management of OTN Cross-connect Functionality using SNMP
	Petar Knežević1, Nataša Maksić2, Miroslav Ilić3, Vladimir Kostić4, Predrag Mićović5, Ninko Radivojević6
	Abstract – Time slot and wavelength switching have increasing role in IP networks due to their ability to switch high speed data flows in simpler and more economical and energy efficient way than packet switching. The introduction of GMPLS directly integrates IP layer with underlying time slot and wavelength switched layers, whose most important representative is OTN layer. This paper describes one solution for the modelling of OTN cross-connect functionality using SNMP.
	Keywords – OTN, IP, SNMP, GMPLS, Network management.
	I. Introduction
	Increase of Internet traffic results in proportional increase of number of packets to be switched. Since the limits of speed and integration of semiconductor integrated circuits will be reached in the following years, production of routers that will satisfy the increasing need for switching speeds will be expensive.
	Introduction of GMPLS networks (Generalized Multi-protocol Label Switching) provides faster data forwarding at lower cost by enabling circuit switched tunnelling through SDH (Synchronous Digital Hierarchy) and OTN (Optical Transport Network). Circuit switching doesn’t involve analysis and separate routing of individual IP packets; instead, it directs large quantities of traffic simultaneously, thereby relaxing the hardware requirements.
	The main drawback of circuit switching is lack of statistical multiplexing. However, statistical multiplexing gain in backbone links decreases with both the increase of link speeds and the number of multiplexed user streams [1]. Limited benefits of statistical multiplexing and lower price of circuit switched tunnels favour the deployment of OTN technology in IP networks.  OTN devices could replace routers in parts of a network and reduce costs by lowering the equipment price and reducing power consumption. Effects of statistical multiplexing  would still be used  at an edge of  OTN network,
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	and, by using GMPLS, data path through OTN network could be the same as through the network of routers. Such network would offer better balance between utilized bandwidth and complexity of devices used.
	Since the most important role of OTN will be the transmission of IP traffic, the question of OTN device management in IP network arises. It is necessary to have the ability to configure OTN cross-connect in order to create data paths through OTN network. This paper presents one solution for configuration of OTN cross-connect functionality using standard management protocol for IP networks, SNMP (Simple Network Management Protocol).
	RFC 3591 [2] defines SNMP MIB (Management Information Base) for managing the functionality of OTN interfaces. It includes mapping of OTN layers to SNMP interface numbers and partial monitoring and configuration of those layers. Cross-connect functionality was announced in this RFC, but it is still not standardized. The RFC is well suited for representing OTN interfaces of a packet router, which terminates all ODUks [3] incorporated in OTN signal. ODUks of a router would be switched through OTN network to other routers. In that scenario, OTN network management would be separate from IP network management.
	Introduction of OTN to GMPLS, described in RFC 4328 [4], incorporates management of OTN cross-connects to control plane of IP network. OTN cross-connect functionality could be managed by a component of RSVP-TE [4] implementation, adapted to a programming interface for managing OTN cross-connect of specific device. On the other hand, standardized SNMP MIB for managing OTN cross-connect functionality would enable uniform programming interface for RSVP-TE. This SNMP MIB could also be used by other tools for packet network management, enabling efficient integration of OTN layer in IP network management system. New managed objects defined by that MIB should provide downwards compatibility with existing OTN MIB, and thus enable existing management software to manage both new and old OTN devices without modification. 
	ITU-T Recommendation G.709/Y.1331 [3] defines structure of OTN signals, and Recommendation G.798 [5] defines OTN equipment functional blocks. OTN management is standardized in ITU-T Recommendations G.874 [6] and G.874.1 [7]. Recommendation G.874 describes management aspects of OTN devices, and G.874.1 presents protocol-neutral management information model of OTN device. The term management information model describes model of device functionality, as seen by a network management system. Protocol-neutral management information model described in Recommendation G.874.1 can be represented in various management protocols such as CMIP, CORBA or SNMP. Adaptation of common base information model, such as the one described in G.874.1 for OTN, for various management protocols would be beneficial, because it would enable easier implementation of protocol converters, and, in turn, efficient integration of devices using different management protocols into a common management system. 
	OTN standards define OPUk, ODUk and OTUk TDM layers as well as OCh, OMS and OTM WDM layers. Cross-connect functionality is available only at ODUk and OCh layers. After an overview of protocol-independent model of ODUk cross-connect in second section, its SNMP information model is described in the third section. SNMP information model of OCh cross-connect is briefly discussed in the fourth section. Conclusion is presented in the fifth section.
	II. ODUk Cross-connect – protocol-independent Model
	Generic modelling of OTN cross-connect functionality is presented in ITU-T Recommendation G.874.1 [7]. Fig. 1  represents class diagram of OTN cross-connect model. Grey box represents two classes of interest for modelling ODUk cross-connect. Class ODUk_Subnetwork holds references to classes ODUk_CTP, ODUk_SNC and ODUk_TTP. Class ODUk_CTP represents connection termination point, which models the end point of connection between two peer ODUk layers. Class ODUk_TTP represents trail termination point which terminates ODUk header of incoming signals, and creates ODUk header for newly created signals. Not all ODUk signals that enter CTP function are transmitted to TTP function, some of them are passed through the ODUk layer back into OTUk layer, or used in protection function. 
	Class ODUk_SNC contains the actual cross-connections, which are optionally protected. According to ITU-T Recommendation G.853.1 [8], endpoints of connections and trails are denoted as aEndCTP, zEndCTP, aEndTTP and zEndTTP. 
	Operations connect() and disconnect() of ODUk_Subnetwork object result in creation and termination of connections in ODUk_SNC object. K attribute of ODUk_subnetwork class defines supported bit rate of ODUk layer, with values of one, two and three corresponding to bit rates of 2.5 Gbit/s, 10 Gbit/s and 40 Gbit/s, respectively.
	Class ODUk_SNC has K attribute with the same meaning as K attribute of the ODUk_Subnetwork class.  Possible values of ProtType attribute are still not standardized. OperType attribute defines the protection scheme, with only 1+1 unidirectional protection currently supported in this Recommendation. WaitToRestoreTime is an optional attribute defining the time period after which the return to primary path in revertive mode of operation occurs. HoldOffTime defines the amount of time between the detection of protection switching criteria and the protection switching operation itself. ExtCMD operation enables execution of external commands aimed at the protection mechanism. 
	 Operations and attributes of other classes depicted in Fig. 1 are not presented, because they are not a part of the cross-connect model.
	Fig. 1. Class diagram of protocol-independent model for ODUk layer with cross-connect functionality (G.874.1)
	If a device does not support flexible cross-connect functionality, connectivity information can still be modelled through read-only connectivityPointer attributes of the ODUk_CTP and ODUk_TTP classes.
	III. SNMP Information Model of                        ODUk Cross-connect 
	SNMP information model consists of tables, which define relations on a number of sets of elements, and scalar values. Historically, this structure evolved from an object oriented model, by reduction of objects to single scalar values [9], with the possibility of grouping them into tables by assignment of appropriate object identifiers.
	SNMP uses the term interface for any telecommunication signal inside the device. All interfaces are enumerated in the central table of SNMP information model, ifTable [10]. Interface indexes are assigned to telecommunication signals in each telecommunication layer, thus enabling the referencing of all signal headers and configuration of signal processing. 
	RFC 3591 defines the usage of interface indexes for signals in the following OTN TDM layers: ODUk layer, ODUkT layer (for tandem connections) and OTUk layer. 
	WDM layers modelled in RFC 3591 are OCh, OChGroup, OMSn and OTSn. Since signals in OTSn and OMSn WDM layers have a fixed one-to-one relationship, only one interface index is used to reference a signal passing through those layers. On the other hand, additional OChGroup layers with corresponding interface indexes are optionally used to model bands of optical channels. 
	Mapping and multiplexing relations between interfaces are represented by ifStackTable [10]. Using the ifStack table, SNMP manager can configure the mapping of packet interfaces into OPUks, thus choosing the path of packet traffic through OTN network. Relation between signals in OPUk and ODUk layers is fixed one-to-one relationship and in RFC 3591 OPUk layer doesn’t use separate interface indexes. 
	Available OTN interfaces are determined by multiplex structure, which is configured outside the managed objects defined in RFC 3591 [2]. The ifStackTable can’t be used to determine multiplexing structure of the TDM signals, because it can’t provide positions of signals in time multiplex.  If both CTP and TTP reference points in ODUk layer are mapped to interface indexes, ifStack table can be used to provide connectionPointer functionality from Fig. 1 by stacking pairs of interface indexes assigned to CTP and TTP reference points. This kind of stacking can be viewed as a trivial case of multiplexing, making it appropriate for modelling by the ifStackTable.
	 ODUk_SNC class of the generic management model presented in Fig. 1 can contain connections which incorporate any combination of TTP and CTP reference points. While connections between CTP and TTP reference points can be represented using ifStackTable, this is not so for connections between CTPs and connections between TTPs, because they actually return the signal down the stack or up the stack. In addition to that, protected connections can’t be properly represented using ifStackTable. In order to address those cases, the use of a dedicated cross-connect table is necessary.
	The first design decision concerning definition of cross-connect managed objects is downwards compatibility with existing OTN managed objects. It can be accomplished by specifying that user configured ifStackTable entries will also be used to define the path of the signal, and that new cross-connect or ifStackTable entries will not be allowed if they are in conflict with the existing ones.
	 The central part of cross-connect MIB are connections between interfaces. Since interfaces are represented by interface indexes, connections should also be represented as tuples of interface indexes. Connection between two interfaces can be represented as a tuple of two elements. Directionality information can be represented with additional managed objects. Although directionality of the connection could be inferred from directionality of the interfaces, in cases when directionality of interfaces is fixed, additional flexibility can be provided by introducing connection directionality information which would enable creation of unidirectional connections involving bidirectional interfaces. 
	The cross-connection MIB should enable creation of protected connections. ODUk_SNC class from the protocol independent information model shown in Fig. 1 contains the identifiers of TTP and CTP involved in connections, and also provides attributes ProtType, OperType, WaitToRestoreTime, HoldOffTime and operation ExtCMD to support protected connections. 
	According to ITU-T Recommendation G.873.1 [11], ODUk layer supports 1+1, 1:1 and 1:n linear protection architectures, with m:n linear protection architecture planned for future study. Ring protection mechanisms are currently not defined for OTN, and since they are usually defined separately from cross-connect functionality, they will not be modelled by this SNMP information model. 
	Fig. 2 represents structure of the ODUk cross-connect MIB, using compact UML-like notation described in paper [11].
	Fig. 2. SNMP model of ODUk cross-connect functionality
	Central part of the MIB is oduCrossconnectTable, which enables creation of connections between two points, including 1+1 and 1:1 protected connections. Table columns oduCcDestination and oduCcSource contain interface indexes of CTP and TTP reference points involved. For protected connections, oduCcPrtSource column is used to define protection CTP and TTP reference point.
	Column oduCcSrcDirectionality is used to define directionality of connection between oduCcDestination  and oduCcSource. Column oduCcPrtDirectionality has the same function for protection connection. Directionality information can be used to establish unidirectional connection in case when termination points involved in connection are bidirectional. In 1:1, 1:n and m:n protection architectures, protection signalling is transmitted over one or more protection links, which need to be bidirectional. However, protection switching can be unidirectional, and then links that don’t carry protection signalling can also be unidirectional. 
	Column oduCcProtType defines protection type which includes protection architecture and monitoring method [11]. Column oduCcOperationType defines whether the protection is revertive or not. Columns oduCcHoldOffTime and oduCcWaitToRestoreTime define waiting time before protection is activated or deactivated, after activation or deactivation criteria are met. Value of oduCcWaitToRestoreTime is used only in the revertive mode of operation. Column oduCcStatus enables the SNMP manager to create, delete or modify table rows according to RFC 2579 [13].
	Table oduAdditionalProtectionTable enables configuration of additional protection interfaces in case of m:n protection. Table oduAdditionalWorkingTable enables configuration of additional working interfaces in case of 1:n and m:n protection. Both tables expand oduCrossconnect table, by having index composed of two columns, oduCcIndex column to identify connection in oduCrossconnectTable, and oduAwWorking or oduApProtection column to identify termination point that will be used as another working or protection entity of the connection. Columns oduAwId and oduApId determine identifiers used in commands to denote working and protection entities. 
	Cross-connect MIB contains four scalar managed objects. The number of connections, i.e. row count of oduCrossconnectTable is stored in oduCmNumber management object. SNMP manager can execute traffic protection commands using oduCmProtCmd, oduCmCmdTarget and oduCmCmdArgument managed objects.  The oduCmCmdTarget object specifies the row of oduCrossconnectTable which defines protection to which the command should be applied. For commands which have a parameter, oduCmCmdArgument is used to store its value. After these two objects are set, writing of command code to oduCmPrtCmd management object triggers the execution of the command. The oduCmPrtCmd object is defined as named-number enumeration, thus allowing only values that represent one of valid commands or protection architectures. 
	Currently active command for each protected connection is stored in oduCcProtStatusTable. Additional information on protection status is not available due to its transient nature, and the fact that alarms belonging to each of the interfaces making up the connection can be read in other tables. 
	As for the access rights of managed objects, the scalar object oduCcNumber is read-only, while the three command objects have read-write access. In oduCcProtStatusTable, columns are read only, and in all other tables all columns have read-create access. 
	ODUk signals that carry multiplexed ODUk signals are called higher order ODUk signals and carried signals are lower order ODUk signals. Cross-connect defined in this MIB can be used to configure cross-connections of both lower order and higher order ODUk signals.
	IV. SNMP Information Model of                         OCh Cross-connect
	The structure of protocol-independent model of OTN optical channel cross-connect [7] is similar to the protocol independent model of ODUk functionality, presented in Fig. 1. Compared to ODUk_SNC and ODUk_Subnetwork classes, OCh_SNC and OCh_Subnetwork classes lack K attribute, which denotes ODUk speed. Also, OCh_Subnetwork class lacks ProtType attribute, which is present in ODUk_Subnetwork class, but whose values are not defined in the Recommendation.
	This similarity enables the creation of OCh cross-connect SNMP information model that has the similar structure to ODUk cross-connect information model, presented in Fig. 2. ITU-T Recommendation G.872 announces all linear protection architectures used in ODUk layer for OCh layer, and those architectures can be modelled using non-mandatory tables analogous to tables presented in Fig. 2. 
	OCh layer cross-connect switches optical signals without conversion to digital form. This kind of switching has a limit on a number of cross-connects a signal can pass without digital regeneration. These effects need to be taken into account in the process of calculation of GMPLS paths.
	In compliance with layered architecture, if a conversion to digital form is needed in order to achieve signal regeneration, OCh layer would be terminated and signal would be forwarded through the OTN device using ODUk cross-connect. In that process, only OTUk digital overhead would be terminated, and that action would use FEC to eliminate errors from the signal.
	V. Conclusion
	Introduction of GMPLS incorporates OTN cross-connect functionality in IP control plane. Definition of SNMP model for that functionality would provide uniform management interface for programs such as GMPLS agents.
	This paper presents one SNMP information model for management of OTN cross-connect functionality. It starts from protocol independent model of OTN functionality defined in ITU G.874.1, defines SNMP information model for cross-connect and linear protection functionality of OTN ODUk layer, and describes similar model for OCh layer. 
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	Delay Compensation Method for
	Time Synchronization in Wireless Sensor Networks
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	Abstract – Time synchronization represent the most critical piece of infrastructure in any distributed system, especially for Wireless Sensor Networks (WSNs) which make particularly extensive use of synchronized time. Many applications of WSN need local clocks of individual sensor nodes to be synchronized. Almost any form of sensor data fusion or coordinated actuation requires synchronized physical time for reasoning about events in the physical world. However, while the clock accuracy and precision requirements are often stricter in WSN than in traditional distributed systems, energy and channel constraints limit the resources available to meet these goals. In this paper, one-way message dissemination time synchronization protocol is described. The main idea consists of bypassing the impact of nondeterministic time delay during creating and updating a local timestamp. Thanks to lower data dispersion, the estimated time line is much closer to the accurate time line. The synchronization error depends on CPU clock frequency and varies from 0.75 μs up to 24μs.
	Keywords – Time synchronization, Delay compensation, Wireless Sensor Networks, Timestamp
	I. Introduction
	Wireless sensor networks are composed of a large number of radio-equipped, cooperating sensor nodes (SN), that can be deployed in practicaly any environment, autonomously form a unique network, through which sensor nodes are capable of sensing, processing and communicating among each other [1]. Their capabilities are demonstrated in wide range of different applications including environmental monitoring, security, transportation, and healthcare. These types of applications typically involve the observation of some physical phenomenon through periodic sampling of the environment. In order to make sense of the individually collected samples, nodes usually pass their sensor data through the network to a centralized sensor-fusion node, called sink, where it can be combined and analyzed. Many of these applications based on time of arrival data, require knowing when the event happen exactly. For example, acoustic localization requires the cooperation of several nodes in estimating the position of the sound source based on time-of-arrival data of the wave front. This may require up to 100 μs accurate synchronization across the network [2].  Synchronized network time is also essential for energy efficient scheduling and power management in WSN, because it allows all the sensor nodes to shut down their  radio and other peripherals, even the microprocessor,  to 
	1Mirko R. Kosanović is with the High Technical School, A.Medvedeva 20, Nis,Serbia,E-mail: mirko.kosanovic@vtsnis.edu.rs
	2Mile K. Stojcev is with the Faculty of Electronic Engineering, University of Nis, A.Medvedeva 14, Nis, Serbia, E-mail: stojcev@elfak.ni.ac.yu  
	enter power saving mode simultaneously and later to return to normal operation mode. Accurately synchronizing the clocks of all sensor nodes within a heterogeneous network is not a trivial task. During last few decades, researchers have developed successful clock synchronization protocols for wired networks. These are unsuitable for a wireless sensor environment because the challenges posed by   WSN   are different and manifold [3]. Time synchronization in WSN requires newer and more robust approaches then standard synchronization methods. Some crucial properties of WSNs, which distinguish WSNs from standard wired networks, are the following [4]: a) nodes are densely and randomness deployed in a region in several thousands, and are very often prone to failures; b) self-configuration and robustness become a direct necessity in order to function under rapid deployment conditions and operation in inaccessible or dangerous environments; c) broadcast communication paradigm, mainly used without global identification (ID), is implemented; d) nodes operate under limited power; and e) computational capacity and memory space of each sensor node is limited, too. Having in mind all these differences, development of one reliable power aware synchronization protocol is a challenge. In that sense, here we propose a method for time synchronization based on delay compensation. Namely, along the message transmission path we identify deterministic and non-deterministic delays between the sending and receiving time of a synchronization packet. We propose a technique for eliminating non-deterministic delay times and calculate the deterministic time. 
	At the start, we explain the need for time synchronization in WSN with all benefits that clock synchronization offers. Then, in Section 3, the synchronization problem is annotated, and the general clock model with all parameters that participate in time synchronization in WSN is involved. A new method based on delay compensation is present in Section 4. Analysis of error and way to calculate time difference between two sensor nodes is presented in section 5. Finally, Section 6 concludes this work.
	II. Need for Time Synchronization in WSN
	Clock, or time, synchronization is a crucial aspect for correct operation of any distributed WSN because it allows the entire system to cooperate. The problem consists of giving all the nodes of the network a common time scale to operate. This common time scale is usually achieved by periodically synchronizing the clock at each node to a reference time source, therefore, the local time seen by each element of the system is approximately the same [5]. 
	There are three basic solutions for time synchronization in WSN [6]:
	1. one-way message dissemination: the simplest form of synchronization deals only with ordering of events or messages. Using this approach, it is possible to tell whether an event E1 has occurred before or after another event E2.
	2. receiver-receiver synchronization: SN run their local clocks independently, but they keep information about the relative drift and offset of their clock to other clocks in the network.
	3. two way message exchange: the most complex form of synchronization called “always on” model, where all SNs maintain a clock that is synchronized to a reference clock in the network. 
	Current state of the art time synchronization protocols in WSN [7] achieve accuracy between 100 ns, to 10 ms. The level of accuracy depends on the applications. For example, the Precision Time Protocol IEEE 1588 was developed for accuracies below 100 ns [8]. To achieve the required accuracy, any IEEE 1588 implementation will require resynchronization almost every second, due to clock uncertainness, to remain within specification. However, in WSN where energy is scarce and communication is the largest component of the energy budget, these frequent communication exchange are clearly infeasible. In this paper a clock synchronization protocol which does not requires intensive resynchronization is considered
	III. Clocking Terminology
	Every individual SN in WSN has it own clock. Time in SN is usually kept by a specialized sub-system illustrated in Fig. 1.
	Fig. 1. Basic block diagram of a clock circuit and associated timer hardware
	The angular frequency f of the resonating element determines the rate at which the clock runs. The clock signal is periodic and the period is T=1/f. It increments a hardware counter every 1/f seconds. At any time t, since the n-bit counter was reset, the counter reads c(t) = └f*t┘ mod2n . The 1/f rate at which the counter is incremented is called the resolution. In general, high resolution is not useful if the software cannot read the counter at that speed. Having this in mind, the smallest increment at which an application can read a counter is called precision. The counter is typically set to an International Time Calendar, UTC. The accuracy determines how true the counter is close to that calendar [9].
	Let a WSN has k sensors, where each SN has an internal hardware oscillator, say X, which provides an almost stable vibration frequency to keep X`s local clock continuously running. In practice, the relationship between X`s clock tx and UTC t matches the following function (see Fig.2):
	tx = axt + t0x + Driftx(t)        (1)
	where ax is the clock skew caused by the natural frequency differences between X`s oscillator and the ideal standard ones and t0x is the initial time offset.
	Fig. 2. Relationship between a local clock and the UTC
	Although all the SNs have labelled as the same working frequency, they all have a margin of errors. This means they may not be running at exactly same speed, i.e. every clock will derivate from its intended nominal frequency for both dynamic (environmental changes, live pressure, temperature, acceleration) and static (imprecision in its manufacture) reasons. This deviation is termed frequency error (or alternatively frequency stability), defined as:
	fe = f0 – f(t)               (2)
	where f0 is some nominal frequency, and f(t) is the frequency of the clock signal at time t. In general, the error is very small and is commonly expressed in unites quantity parts per million (ppm) derived from the following relation:
	fe(t) = (f(t) - f0) * 106/f0         (3)
	For example, if the frequency of clock varies up to 60 ppm, which means clock of different SNs can loose as much as 60 μs in a second (or 0,216 seconds in an hour).
	The frequency error of a clock signal (see Eq.(3)) changes over time. This change, called frequency drift, can be classified into two categories: short-term (second to days) and long-term (week to years). Short-term changes are due to changes in the environment (rapid acceleration or changes of temperature and pressure or the clock circuit induces frequency change in the order of tens to hundreds of ppm). Long-term changes occur as the clock ages (aging introduces frequency error of the order of few ppm every year) [10].
	According to the previous discussion, the clock drift shown in Fig.2 is an environment-related phenomenon and are hard to be modelled accurately. Even if the relationship between the clock drifts and the environment changes are perfectly known, it is still inconsistent to assume that the accurate drift can be estimated by measuring the environment parameters in the real-time and directly reading the corresponding values from drift-over-environment tables. In fact, clock drifts are additive to the overall errors of SN`s local clock. If we sample X`s time in small period, the environmental factors will not change much so that the drift can be taken as a constant, and the curve in Fig.2 can be approached very well by sequence of linear regression functions. In each sampling period certain synchronization methods would be performed. In order to study the bounds of synchronization errors, we assume that the sampling rate is high enough and in the following discussions, the data sets of each linear regression function are always referred to the most recent sampled data. Thus Eq. (1) can be replaced by:
	 tx = ax(n)t +  t0x(n),   nTsam < t < (n+1)Tsam        (4)
	where Tsam is the sampling rate. The clock drifts in the n-th period of sampling time are hidden in the value of ax(n).
	A. Time errors between two networked SNs 
	Traditional time synchronization algorithms impose from a slave SN to follow the time clock of a master SN. Consider two networked SNs shown in Fig.3. Sensor node S acts as a sender that sends out a sequence of reference packets with timestamps to the receiver slave node R [11].
	Fig. 3. One-way message transmission of reference packets
	According to Eq.(3) the  relationship between the time at the sender S, denoted as tS, and the time at the receiver R, denoted tR, can be initially expressed as follows:
	tR = aRS(n)ts +  t0RS(n)       (5)
	where t0RS(n) and aRS(n) stand for relative clock offset and skew between node R and node S, respectively. Obviously, if two clocks are perfectly synchronized t0RS(n)=0 and aRS(n)=1. Otherwise, suppose node S is the reference SN, the task of clock synchronization is to estimate t0RS(n) and aRS(n) such that node R can adjust its own clock or translate its timing information to the time scale of node S when it is necessary.
	Along the message transmission path, there are following four major delays components [12]:
	1. Process delay (P-part) – the time spent at node S to prepare and process the packet, and the time for the SN`s processor to transfer the packet to its networking component. This delay depends on both kernel processing and a variable delay introduced by the operating system. Process delay is non-deterministic, and can be as high as several hundreds of milliseconds.. 
	2. Access delay (A-part) – the delay for the packet waiting for accessing the wireless channel. It depends on both traffic density and applied techniques for collision avoidance (TDMA, CSMA, and RTS/CTS). This delay is non-deterministic, varies from milliseconds up to seconds, and depends of the current network traffic density. 
	3. Propagation delay (D-part) – the time spent from sending the packet out from the wireless radio at node S to receiving it by wireless radio at none R. Since the propagation speed of radio signal is 300 m/μs, and distances in WSN are very short, usually between 10 m and 100 m, D-part is very small, i.e. less than 1 μs. 
	4. Receiver delay (R-part) – the time for node R to process the packet and get the reading of its local clock. It includes reading data from RF buffer, processing, and up-dating local timestamp. R-part is deterministic and can be calculated in advance. The R-part is within the range from ten up to several hundred microseconds.
	We combine these four parts together and name it as PADR delay. In practical, values of processing, accessing and receiving delays (the P, A, R parts) depend on the current workload of node R and S, the implementation of their MAC layer protocols and communication radios. The propagation delay (i.e. the D-part) can be calculated as the physical distance between S and R divided by the speed of light.
	Cleary, these delays will affect the accuracy of synchronization algorithms since they make the linear regression functions more away from the accurate positions. Thus, Eq.(4) should be extended as follows when we consider two networked SNs:
	tR = aRs(n)ts + t0Rs(n) + PADRS-R  (6)
	B. Analysis model
	In case of perfect synchronization, if two events simultaneously take place at time tR (observed at node R) and tS (observed at node S), the point (tS, tR) must be located at the line called accurate time line with a slope equal to aRS (see Fig.4).  
	Fig. 4. Time synchronization analysis model
	Suppose now that at time tS1, the node S sends a referent packet with timestamp to node R and R receives this packet at time tR1. At instant tR1, the time at node S is t1S1 (see Fig.4). After receiving the second reference packet which contains a packet with timestamp that correspond to tS2 at instant tR2,  the node R can determine its own practical time line that goes through the points (tS1 , tR1) and (tS2 , tR2). The differences between the practical time line and the accurate time line correspond to the PADR delay from S to R. The major tasks of a time synchronization algorithm are:
	(i) To estimate PADR delay.
	(ii) To subtract the estimated PADR delay from value which correspond to the practical time line at this instant, and
	(iii) To create an estimated time line as close to the accurate time line, as possible, in order to improve the accuracy of the synchronization algorithm [13]. 
	C. Duty Cycling
	The four main ways in which nodes consume energy are sensing, communication, computation and storage [14]. Radio operation dominates the node power budget. Researches show that even at low duty-cycles of approximately 1 to 2 % radio operation is about an order of magnitude more expensive than all other operations combined [15]. Hence, lifetime improvements will require substantial reduction in radio on time. Duty cycling is an effective and commonly used technique to lower the rate of energy consumption. However, duty cycling leads to more complex communication patterns that include polling, and scheduling the channel. We defined the duty-cycle period, TDC, as the sum of the SN`s on-time, TON, and off-time, TOFF.
	TDC = TON + TOFF   (7)
	The duty-cycle, DC, is the ratio of  TON  and TDC.
	DC = TON / (TON + TOFF)  (8)
	IV. Delay Compensation Time Synchronization Protocol – DCTS
	The main idea of proposed time synchronization protocol, DCTS, is to estimate correctly the PADR delay, since correct estimation provides more accurate time synchronization. As we have already mentioned the PADR delay is composed of deterministic and non-deterministic delay components. In our proposal the P-part and A-part, as dominant delay components, are bypassed. The main task, now, is to corectly estimate the D-part and R-part. In order to determine the D-part more approximately, we assume that the average distance between the sender and receiver is in range of 60 m, what correspond to 0,2 μs propagation time delay. R-part depends on both hardware and software. The resolution and precision of the clock circuit (see Fig.1) are the main sources of hardware error. If we assume that a frequency of the resonanting element is 32 768 Hz, time precision is 91,5 μs and resolution is 30,5 μs, then we can estimate the error due to hardware in steps of 122 μs. Time delays involved by software depends on complexity of implemented software routines and CPU clock frequency. For CPU clock of 1 MHz the estimated software delay, in our case, is approximately 110 μs for 64 bytes message lenght. This means that in the worst case we can estimate time synchronization with accuracy of 222 μs. By comparing the amount of this error (order of 200 μs) and the error involved by non-deterministic delays (order of miliseconds) we conclude that the proposed method based on delay compensation in respect to methods when non-deterministic delays are taken in account during time synchronization estimation, is realy superior. Namely, in our case dispersion values are in the range of microseconds instead of miliseconds, what implies that the estimated time line will be closer to the accurate time line.
	A. Timing diagrams of sending and receiving process
	Timing diagrams of the sending- (upper part) and receiving- process (bottom part) are given in Fig.5, respectively. At the transmitter side we can identify the following activities:
	Fig. 5. Timing diagrams of a sending and receiving process
	1. During the time interval, TS called P-part (instant from t0T up to t1T), the CPU in a transmitter node assembles into its memory a message packet, referred as incomplete-packet. The packet doesn’t contain a timestamp. 
	2. The time interval t1T and t2T, marked as TMA, corresponds to A-part. At the beginning of this interval, the receiver is switched-on. When the medium is free (this corresponds to the end of a media access interval, t2T) the transmitter is activated and it starts with sending programmed number of preamble bytes, until the instant t3T.
	3. t3T defines the end of sending programmed number of preamble bytes. In this instant, the RF module generates interrupt request signal (IRQ) and the following happens. Since the RF buffer is empty and the transmitter is switched-on, the sender node continues with sending preamble bytes [16] until the first data is written into the RF buffer (time from t3T to t4T). After accepting the IRQ (instant between t3T and t4T), CPU starts with processing the interrupt handling routine during which a local timestamp is inserted into the incomplete-packet, already partially prepared during time interval TS, and transfers the complete packet into the RF buffer. Let note that in our protocol a number of injected preamble bytes defines the non-deterministic time in a synchronization protocol. However, this time can be taken in an account by substituting it with TS1 (see Fig.5), which corresponds to the CPU processing time of the interrupt handling routine. This means that TS1 can be calculated in advance, during creation of local timestamp.
	4. From t4T to t5T the transmitter sends a programmed number of synchronization bytes. 
	5. During the time period t5T to t6T the transmitter sends a payload data.
	6. Finally two bytes for CRC are sent during the period from t6T to t7T.
	Timing of the receiving process is sketched in the bottom part of Fig.5). The following activities can be indentified:
	1. During time interval from t0T to t0R the receiver is in Listening mode. It senses medium for data transfer.
	2. The period TP (from t0R to t1R) corresponds to signal propagation from transmitter to receiver, called D-part. The receiver remains in Listening mode.
	3. From to t1R to t2R a programmed number of preamble bytes are received. Programmed number of preamble bytes corresponds to a minimal number of bytes that are transferred between the transmitter and receiver. In order to checks correct data transfer the CPUR is in active mode. 
	4. During period t2R - t3R CPUR checks the accepted bytes. When Syn byte is detected, CPUR stores its local time, called Start local time, TSL, into memory.
	5. Period form  t2R to t4R characterizes transfer of injected preamble or start of header (Syn) bytes.
	6. From t4R to t5R the payload data is received and temporary stored into RFR buffer. The length of payload data is defined by a subfield Length of the packet format, described in Ref. [17].     
	7. At instant t5R, CPUR reads again its local time, called End local time, TEL, and stores it into memory.
	8. Period t5R - t6R defines transfer of two CRC bytes.
	9. After receiving CRC bytes, the CPUR reads its status register which content point to error during data transfer. If an error does not exist, CPUR accepts the packet and updates its local timestamp. In opposite, it rejects the packet. 
	10. During time interval TRV2, timestamp updating and payload data processing are performed.
	As we have already mentioned, packet transfer between the transmitter and receiver SN, according to the timing diagrams given in Fig.5, characterizes existence of two kinds of time intervals: deterministic and non-deterministic. In our case, non-deterministic time delays are TS and TMA, and deterministic are TS1, TP, TRV1 and TRV2. In the proposed protocol, at the transmitting side, the timestamp is defined during packet sending (time interval from t3T - t4T), while at receiving side the timestamp is updated after receiving the whole packet (time interval from t6R - t7R). Having in mind that, the time difference between activities related to definition and updating of timestamp is deterministic (time interval between t3T-t7R), we conclude that non-deterministic delays can be eliminated. Namely, TS1, TRV1 and TRV2 can be determined in advance and taken into account during local time updating. All time delay evaluations are performed at the receiving SN and do not depend on non-deterministic communication delays.
	V. Error Analysis
	As we have already mentioned by avoiding the impact of the two dominant non-deterministic delays, TS and TMA, the estimated time line can be much closer to the accurate time line (see Fig. 5). This is achieved thanks to the following facts: a) A sender creates a timestamp just before it is send to another SN; b) The receiver updates its local time immediately after accepting a message. In order to achieve accurate time synchronization, correct manipulation with the remaining deterministic time delay periods, TS1, TP, and TRV, is necessary. 
	TS1 is time delay involved by a transmitter. It includes delay from reading a timestamp until loading it into a RF buffer, and is order of several clock cycles (in our case it is 53 cycles). Let know that a correction value related to TS1 is taken into account during creation of timestamp at the transmitter side. In WSNs, distances among SNs are very short, from several tens to hundred meters. For 300 m/μs radio signal propagation speed, a time delay TP is less than 1 μs and therefore, in our case, it can be neglected [18]. The main problem now is to estimate time delay TRV with minimal error. For correct estimation it is necessary to know a CPU clock frequency, and the length of a program intended for a local time updating. With aim to explain the procedure for TRV estimation more details are given in Fig. 6. x and y  correspond to elapsed times at the sender and receiver SN, respectively. 
	Fig. 6. Timing diagram of accurate, practical and estimated time line
	In Fig.6 time diagrams of three time signals are shown: i) diagram of a referent time – denoted as accurate time line, ii) time diagram of a synchronized SN – practical time line; and iii) time diagram of the estimated time line. 
	During the first time synchronization period, instant from t2T(1) up to t7T(1), the transmitter sends a message. During time period form t1R(1) up to t6R(1) the receiver accepts the message. From t6R(1) up to t7R(1) the receiving SN runs program routing for updating a local timestamp. After that the receiving SN enters into TOFF state. The second time synchronization period starts at instant t2T(2) and all activities performed by the transmitting and receiving SNs are identical as in the first time synchronization period. 
	In our case TRV = TRV1 + TRV2 (see Fig. 5). TRV1 is calculated by subtracting time period t2R from t5R. TRV2 is estimated according to the program length for checking CRC error and updating the local timestamp expressed in number of clock cycles. 
	According to the previous a correction value, TRV, which corresponds to estimated time intervals TRV1 + TRV2, is given by the following formula:
	TRV = TRV1+ TRV2   (9)
	where  TRV1 = tR5 - tR2 , TRV2 = n1 * tCPUR; n1 – number of clock cycles of a routine for checking CRC error and updating local timestamp; tCPUR – clock period of receiving SN.
	The question now is: How to evaluate the amount of timing error involved by the proposed method. In order to determine it we start from the following facts: First, as we already mentioned, we avoid almost all nondeterministic periods during timestamp creation and transmission. Second, there are nondeterministic periods when CPU is waiting to perform an interrupt routine. Third, a asynchronous operation in communication between the CPU and RF modulator appears due to different operating speeds. Consequently, nondeterministic time delays affect the protocol accuracy. The total error can be expressed as:
	TERR = n5tCPUT + n6tCPUR  (10)
	where n5 and n6 are the number of CPU program loops at the sender and receiver SN, respectively. During execution of these loops CPUs (sender and receiver) test status registers of RF modulator/demodulator. The number of program loops is determined by the CPU clock and data rate. In our case, for CPU MSP430, loop length of 6 clock intervals, and processor runing at 1MHz we obtain loop time duration of 6 μs. Under the same conditions, with CPU clock of 32 MHz, we have loop time duration of 0.1875 μs only. If we assume that the minimum number of program loops in our case is four, we obtain that the minimum synchronization error is within a range from 0.75 μs up to 24μs. This means that the amount of error depends on CPU clock frequence.
	By calculating the number of cycles for both sending and receiving program codes we obtain the folowing data: 53 clock cycles for TS1, 4256 for TRV1, and 213 cycles for TRV2. In total,  for TRV is needed 4469 clock cycles.
	Timing diagrams of a sending and receiving process that show the amount of a total dealy needed for transfer 64 bytes message in term of CPU clock frequency and data transfer rate are given in Fig. 7. By analyzing the results presented in Fig. 7, we can conclude that:
	a) With increasing the CPU clock frequency ( > 6 MHz), for a given data rate as parameter, the time delay reaches an asymptothic value.
	b) As the CPU frequency decreases (< 1 MHz), the time delay increases exponentially.
	 Table 1. shows a needed time for transfer 64 bytes message, when the CPU clock frequency varies from 1 MHz up to 32 MHz, and data transfer rate varies from 50 kbps up to 720 kbps. 
	According to the obtained results we can conclude the folowing: 
	a) As the CPU clock and data transfer rate increase (both for the referent and synchronized SN) the estimated delay, TRV decreases. This implies that with higher CPU clock frequence the synchronization time interval can be longer; 
	b) The estimated error decreases as the CPU clock and data transfer rate increase. The error is within a range from 24 μs for CPU clock of 1 MHz down to 0,75 μs for CPU clock of 32 MHz.  
	Fig. 7. Timing diagrams of a sending and receiving process
	TABLE I
	Time Delays for 64 byte message
	VI. Conclusion
	In many WSN applications time synchronization is an important issue because it gives all SNs a common time scale to operate. Many different methods of time synchronization are in common use today. In this paper we have described one-way message dissemination synchronization method. The main idea consists of bypassing the impact of nondeterministic time delay during creating and updating a local timestamp. The proposed solution and its implementation is simple. It does not require great resources and only a single message transfer is required to synchronize all SNs in a single hop. The protocol does not make a difference between static and dynamic WSN, because signal delays between referent and synchronized SN are estimated. Thanks to lower data dispersion, the estimated time line is much closer to the accurate time line. The synchronization error depends on CPU clock frequency and varies from 0.75 μs up to 24μs. The proposed method relate to synchronization between two SNs but is quite applicable to multy-hop sensor network, too.
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	Abstract - When applying EU standards to the Serbian railway system, one of the major prerequisites is achieving interoperability with EU railway system. This paper describes a Web service for effortless timetable data exchange based on European Railway Agency implementation guide. The implementation details of the actual railway timetable formats and the corresponding software architecture are described, confirming advantages of the SOA approach when compared to other existing solutions in this area.
	Keywords - SOA, Web service, timetable, railway, EU.
	I. Introduction
	Ad-hoc collaboration across organizational and national boundaries is gaining importance, especially in Serbia where important activity of adapting railway practices to EU standards and requirements is underway. In a networked world, EU countries’ railways interact across diverse system landscapes with partners and customers. The collaboration in heterogeneous environments used to require the same software on all client systems. Furthermore, if cooperation required massive data exchange, further efforts, in most cases manual, were required to achieve compatibility between different data formats, adopted standards, and database metadata. The typical example of this is exchanging railway timetables.
	European Railway Agency (ERA) recently issued a technical specification which describes the format in which the timetable data must be made available [1]. This document describes in detail the format of the message that should be used to transmit bulk timetable information for passenger railway traffic. In this work we describe the design and internal architecture of the data exchange software complying with ERA timetable format requirements. 
	Considering the nature of the problem, which is essentially bulk data exchange, the natural solution is the service-oriented architecture (SOA). It provides for more flexible loose coupling of resources than in traditional systems architectures, which allows point-to-point integration, achieving interoperability, encouraging reuse, thereby reducing software cost.
	The SOA architecture is independent of the hardware platforms, operating systems and programming languages, and is especially useful in developing and implementing business applications that share resources and information. The services in different systems can interact in a unified and common way. SOAP Web services are one possible SOA implementation technology, and refer to a way applications can use XML to exchange structured and typed information [5]. Web services are a successful technology for implementing SOA concepts. Since Web service technology is just a standardized way of exchanging XML messages between communication partners, it is flexible enough to serve as a communication middleware.
	II. Related Work
	In [2], a survey of known existing automated systems for railway management is presented. Almost all existing railway software in use worldwide has the timetable manager and timetable optimization modules. However, apart from functionalities for exporting and printing the timetable in a format custom for software in question, none of them provides the option for exporting a timetable in XML which would be suitable for further editing and supplying the data to a Web service. In [3], an attempt to use SOA and Web services to build a set of cow breeding information system is described. In [4], the authors proposed a novel algorithm for creating Web services from graphical user interfaces, interesting for cases in which there is software already in use, such as this. 
	III. EU Timetable Exchange Data Format
	EU technical specification [1] requires two messages for timetable exchange, namely SKDUPD (Schedule Update) and TSDUPD (Transport Data Update). The SKDUPD message is used to transmit timetable information, while TSDUPD message provides static data complementary to the travel timetable information conveyed by a Schedule Update message, such as information about locations related to the schedules. Both timetable data exchange message are organized in different levels, which are in turn organized into groups.  Fig. 1 illustrates the structure of the TSDUPD message, organized into four levels. Some elements of the message are conditional, while others are mandatory (denoted by letters C and M, respectively). The acronyms define different categories of information to be conveyed as static parts of the timetable message exchange (CNY-country information, TIZ-time zone information, LNG-language, ALS-additional location information, IFT-interactive free text etc.) followed by maximum number of repetitions within the same message. 
	Fig. 1: Format of the TSDUPD message for exchanging static data complementary to timetable. The message is hierarchically divided into levels, which in turn contain different groups (ex. CNY is country information; C is conditional, M is mandatory, followed by a number which denotes maximum number of repetitions)
	Schedule update message (SKDUPD) is based upon data from TSDUPD message and defines the actual timetable data (for example, period of operation, train facilities, traffic restriction details, related locations, origin and destination stations etc.). For example, the part of the message describing that a certain train line is operational from 29 September 2010 to 31 May 2011 and runs every day is coded as POP+273:2010-09-29/2011-05-31+1234567’. 
	IV. Timetable Exchange Web Service
	Given the precise structure of the required message, the first step in adapting the existing Serbian railway timetable to the EU format has been to create a database containing lookup tables for each group in TSDUPD message. The migration to a relational database was necessary because in future it should also be able to accept timetables in EU format from other countries. The process of converting the existing data timetable from the FoxPro DOS database into Microsoft SQLServer database using a custom import procedure is still underway. Simultaneously, a Web service for transmitting timetable data was created on top of Apache Tomcat and Apache Axis2 [6]. The open-source Axis framework includes tools which make it easy to add support for SOAP Web services to Java Web applications. For the timetable case, two different services were designed: one for sending the timetable as an text file (complying with ERA standards [1]) upon request, and the second one (e.g. service client) which accepts timetable data in EU format. Two Java classes for SKDUPD and TSDUPD messages were created; in order to expose a class in a Web service context, we defined its interface using a WDSL document (description of the service created) [7]. We used automatic Java serialization and deserialization to transfer objects over a network. Axis tools were also used to automatically generate the appropriate infrastructure for a Java class (named with a .jws extension) for making SOAP calls against it. The Java server classes produced by the WSDL-to-Java tool were deployed in Apache Tomcat servlet container and are currently being tested. 
	V. Conclusions and Future Work
	We expect the technical standards defining how to inform the authorized users that a new version of the timetables was made available, or how to ensure that only authorized users can download the data should be available soon (within ERA Strategic European Deployment Plan). These refinements should be implemented in the future versions of our Web service. The advantage of Web service approach to timetable exchange is that it can possibly lead to a more homogeneous software landscape, however there is still a long way towards that goal. Our approach could also be used for data integration, and application migration to new platforms with minimal development efforts. There are some problems to overcome, namely to improve security mechanisms and to popularize the Web service, but there is a good prospect for its use.
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	Abstract – The first part of this paper describes most promising open-source cloud computing software platforms – Eucalyptus, OpenNebula and OpenQRM. With these platforms, it is possible to manage Infrastructure-as-a-Service operations. Non-commercial projects are analyzed, because they represent inexpensive but significant alternative to private and commercial software. The second part of the paper presents a suggestion of a new better security solution for cloud platform. 
	Keywords – Cloud computing, Eucalyptus, OpenNebula, OpenQRM, Security.
	I. Introduction
	In the past, different methods have been promoted to manage large processor systems. Depending on the needs various systems were developed with own distinctive procedures and methods. We will consider systems that follow the idea of Infrastructure-as-a-Service (IaaS) [1], where computer infrastructure are given – typically a platform virtualization environment – as a service. Rather than purchasing servers, software, space and network equipment, clients instead buy those resources as a fully outsourced service. For controlling those resources, various systems are developed.
	Some of the most promising open-source cloud computing platforms are:
	1. Eucalyptus
	2. OpenNebula
	3. OpenQRM
	Comparing open-source cloud system tools was mentioned many times [2] [3] [4], but the issue of security has never been described in a satisfactory form. The safety standards in cloud computing are not yet sufficiently developed, and from that comes the need for solving the problems of security and integrity of those systems.
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	II. Cloud Computing Platforms
	A. Eucalyptus
	The architecture of the Eucalyptus system is modular and easy to understand. Eucalyptus is implemented using commonly available Linux tools and Web service technologies making it easy to install and maintain.
	In essence, the system allows users to start, access, control and terminate entire virtual machines using an emulation of Amazon EC2’s SOAP interfaces. Users of Eucalyptus interact with the system using the exact same tools and interfaces that they use to interact with Amazon EC2 [5].
	A Eucalyptus cloud consists of five types of components, as shown in Fig. 1. The cloud controller and "Walrus" are main components, with one of each in a cloud installation. The cloud controller performs resource scheduling and system accounting. Walrus implements storage, which is available outside and inside a cloud through interfaces [6].
	Main components can aggregate resources from multiple clusters. Each cluster needs a cluster controller for scheduling and network control and a storage controller for block-based storage. The two cluster-level components would typically be deployed on the head-node of a cluster. Finally, every node with a hypervisor will need a node controller for controlling the hypervisor [7].
	Fig. 1. Components of the Eucalyptus cloud systems
	Eucalyptus can be installed from source or using a set of packages. Installing Eucalyptus from packages is easier but will only work on certain distributions. Eucalyptus currently supports installation from binary packages on these Linux distributions: 
	1. CentOS 5 
	2. Debian squeeze 
	3. OpenSUSE 11 
	4. Fedora 12 
	B. OpenNebula
	OpenNebula [8] is one of the most advanced cloud computing platforms in the open source community. Project tends to be much more customizable. The OpenNebula EC2 Query is a web service that enables launching and managing virtual machines in OpenNebula installation through the Amazon EC2 Query Interface. In this way, EC2 Query tool or utility can be used to access a private cloud. The EC2 Query web service is implemented upon the new OpenNebula Cloud API1 layer that exposes the full capabilities of an OpenNebula private cloud. 
	The current implementation includes the basic routines to use a Cloud: image upload and registration, and the VM run, describe and terminate operations. The OpenNebula EC2 Query service provides an Amazon EC2 Query API1 compatible interface to cloud, that can be used alongside the native OpenNebula CLI or the libvirt interface, as shown in Fig. 2. 
	The OpenNebula distribution includes the tools that need to use the EC2 Query service. The EC2 Query service was installed during the OpenNebula installation, so you just need to install its following packages to meet the runtime dependencies:
	1. The Amazon EC2 Query API 1 library;
	2. The Sinatra web framework and the thin web server;
	3. The libraries for the Image Repository and Client Tools.
	Fig. 2. Diagram of the OpenNebula components
	C. OpenQRM
	OpenQRM [9] is the open-source Data center management platform. It’s fully pluggable architecture focuses on automatic deployment and especially supporting multiple virtualization technologies. OpenQRM is a single-management console for the complete IT infrastructure, as shown in Fig. 3, and provides a well defined API which can be used to integrate third-party tools as additional plugins. OpenQRM runs on Linux distributions. 
	The following Distributions are supported:
	1. Debian GNU/Linux
	2. Ubuntu Linux
	3. CentOS
	4. SuSE/SLES
	5. Fedora 9
	OpenQRM is the management solution that can be easily configured to offer fault-tolerant high availability resulting in zero-downtime failover capabilities for appliances.
	In case of an error, OpenQRM will try to find a new resource fitting to the appliance profile and re-start/re-deploy the appliance.
	Fig. 3. OpenQRM - single-management console for the complete IT-infrastructure
	III. Comparison and Analysis
	On these platforms we have singled out their key features, performed the analysis and compared them in Table I. 
	TABLE I
	comparison of the cloud computing platforms
	Eucalyptus is a comprehensive cloud computing system, but it has some security concerns:
	1. System Administrators must register kernel and ramdisk images,
	2. Uploaded images automatically become public,
	3. Contents of image can be leaked,
	4. Users can upload compromised images and open backdoor possibilities. 
	OpenNebula is a reliable cloud computing hybrid system, but it may have some authentication problems. In some cases, if administrator misconfigure Linux system, every user can connect to the OpenNebula database using command line shell for SQLite and obtain all other users passwords, which is also mentioned in [10] [11]. 
	OpenQRM is stable, secure and reliable system. All internal and external http communication between a client browser and OpenQRM server are fully encrypted via SSL. But, it is possible to use unsecured http protocol and that is a main security issue.
	IV. Security Proposition
	In the cloud computing platforms there are several known security issues, which are described in [12] [13]. One of the main problems represents a so-called "malicious insiders" [14]. Administrators and other employees can easily misuse their authorities and take passwords, confidential data or some other valuable information. According to the all which is mentioned, security issues solution is proposed, that will increase the security level of the cloud computing platform. The most important problem in the cloud computing security is practicing of storing passwords in the database in the plain text format. This kind of care is absolutely unacceptable. 
	Therefore, the implementation of the SHA-512 algorithm is proposed, which will make a hash function from the entered password. In order to further increase the security of the system, we can improve password by adding some words unique to every user at the beginning and at the end of the hash. While assigning a user password, the password would be turned into a hash, with the addition of word that is specific to every user and also encrypted with SHA-512 algorithm, at the beginning and at the end of the user's password. In this way, an intruder is prevented from the calculation of the initial user's password even if they manages to get the hash of the password. With this implementation, it is possible to protect the system maximally from the possibility of unauthorized intrusions into that system.
	V. Conclusion
	Some of the major cloud computing systems are presented in this paper. Those are reliable systems, with good performances. It is shown that cloud systems have some security issues. 
	There is a need for standardization of cloud computing platforms, especially in terms of security.
	This is a significant and considerable task, as every cloud system uses different abstractions levels. Some of issues have addressed and authentications improvements are presented.
	Adding words, which is specific to each user and is not predefined in the system, would significantly increase safety.
	 Breaking such a code (even if a cracker knows the password hash) does not make sense because of the time duration of the code breaking. With these improvements, cloud systems will have significant reliability.
	As future work, authors will develop security implementation as part of  the cloud computing model.
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	Abstract – Building upon the Bass diffusion model we propose the new forecasting model with variable market potential that depends on the technological availability of telecommunication network infrastructure. This paper presents case study of IPTV service adoption at the Serbian market. The model may be a useful managerial tool for analysing the impact of the network infrastructure investment on diffusion process.
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	I. Introduction
	The decision to adopt new telecommunication service may require considerable time and cognitive effort: however, most of the times, potential users do not have sufficient knowledge to evaluate the advantage implied by a new service or technology compared to investment’s risks. In addition, it is hard to acquire availability of new service for all users in the short term. The most telecommunication services have trouble in the first part of their life cycle, because a limited knowledge about their features, or even about their existence, prevents users to adopt them. The word-of-mouth communication has proven to be an increasingly powerful mean for the spread of information about an innovative service, given the ease with which people can communicate, for example through the Internet, exchanging opinions, experiences and advices on new services or technology. 
	In order to forecast the adoption of new telecommunication service diffusion theory is applied. Building upon the Bass diffusion model, we proposed the new model with variable market potential that depends on the technological availability of network infrastructure. It is assumed that the availability of telecommunication network infrastructure is increased during the time according to the network investment. Those investments make influence to the market potential by creating conditions for more users to adopt some new service.
	The rest of the paper is structured as follows. Section 2 describes the basic principle of diffusion theory. Section 3 introduces a variable market potential based on the several parameters. In addition, the variable market potential is incorporated into the diffusion model, whose final structure considers adoption dynamics. 
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	Section 4 presents case studies of IPTV users to test the performance of the proposed model. In Section 5, we give the concluding remarks.
	II. Diffusion Theory
	The purpose in diffusion models in marketing is to estimate new service sales after provider’s basic business decisions are made. In situation when managers’ aim is to forecast sales before actual launch of the service, marketing research methods are used for determining the parameters of diffusion model. Diffusion models in marketing theory are first concerned with the possibility of estimation of new service diffusion rate. As they are based on different assumptions and on different parameters, that is reflected in the complexity of their mathematical form. 
	According to diffusion theory, a new service's sales growth at any time largely depends on the strength of word of mouth from its previous adopters. Similarly, a service's sales growth should then depend on the extent to which it receives good word of mouth from its own previous adopters. An edited volume by Mahajan, Muller, and Wind [1] covers in depth various topics in diffusion models, such as estimation and applications. The most important model in this stream of research is the Bass model [2]. The Bass diffusion model has been widely used as forecasting procedure of new services/technologies and it was proposed to deal with the problem of initial adopters. Mahajan, Muller, and Bass [3] provide an excellent overview of the Bass model, its extensions, and some directions for further research.
	The mathematical structure of the Bass model is derived from a hazard function corresponding to the conditional probability that an adoption will occur at time t given that it has not occurred yet. If f(t) is the density function of time to adoption and F(t) is the cumulative fraction of adopters at t, the basic hazard function underlying the Bass model is [2]:
	                          (1)
	From the differential Eq. (1) with the initial condition F(0)=0, it could be find the solution of purchase cumulative distribution function F(t), cumulative adoptions Y(t), and non-cumulative adoptions S(t) as follows [4]:
	,     (2)
	,                  (3)
	.            (4)
	 This model has three key parameters: the parameter of innovation or external inﬂuence (p), the parameter of imitation or internal inﬂuence (q) and the market potential (m). Parameter q reflects the influence of those users who have already adopted the new technology (i.e. word-of-mouth communication from previous adopters), while p captures the influence that is independent from the number of adopters (i.e. external communication). The sale at time t is S(t), where m refers to the market potential for the new service/technology. These three parameters could be estimated using cumulative sales data. The size of the market potential m is probably the most critical element in forecasting matters and a reliable estimation of it should be necessary.
	Bass model could be used to predict the timing and magnitude of the sales peak, and the shape of the diffusion curve. However, the most applications of the Bass model are used to make plans and decisions before the service/technology has been introduced to the market. Usually, no sales data exists with which to estimate p or q. Manager does not have an intuitive estimate of p and q. In such a case, Bass parameters could be evaluated in two manners. 
	One way is to use analogies with other similar services or diffusion process. The second way is analytical using comparative procedure with some other countries where a service/technology already exists, using ordinary least squares (OLS) multiple regression by Eqs. (5)–(7):
	,                           (5)
	where a, b and c are the coefficients that have to be calculated based on the regression analysis. For estimated the value of market potential, m,
	                           (6)
	the Bass model parameters of innovation p and imitation q, could be obtained by following Eqs.:
	,
	(7)
	.
	If data sales does not exist, the market potential has to be estimated by taking into account different impact factors such as economy and social development of a particular area, presence of competitive broadband technologies, operators infrastructure investment strategies, etc [7].
	III. Diffusion Process with Variable Market Potential 
	Indeed, one of the characterising assumptions of the Bass model relates to the size of the market potential, m, whose value is determined at the time of introducing the new service/technology remains constant along the whole diffusion process. The issue of a variable market potential is not new to the diffusion literature, see for instance [4 - 6]. 
	The market potential value has direct impact on diffusion process of a new service, in other words on parameters p and q. From a mathematical point of view there are different assumptions governing the shape of m(t). Almost, it is exogenously determined as a function of observed variables. Some effort is necessary for a correct specification of those variables (population, prices, number of households with special facilities, number of competitors, number of retailers, threshold probabilities, etc.) and a suitable transformation to attain a reasonable correspondence with the scale of the adoption process. Here, we proposed the new model with variable market potential estimation, m(t), given by Eq. (8):
	,                  (8)
	where: m(0) is the initial market potential; mmax is the maximal size of the market potential; HH is the number of households (it could be estimated as the ratio of the total population and mean number of households’ member, HP is the household penetration of the considered area (numerical value from 0 to 1 or even above 1). We could increase the accuracy of the forecast by subdividing the total number of households into different economic levels. If we distinguish between four classes of household economic levels HE = {1, 2, 3, 4} [9]. Then, HE could be high income families (HE=1), middle income families (HE=2), lower income families (HE=3) and poor families (HE=4); 
	Beside those values, the function of market potential in telecommunication depends on the technological availability of the network infrastructure [8]. Therefore, we introduce the new parameter, k that is the network availability parameter. Since we defined the variable market potential, m(t), its structure has to be incorporated into the model describing the diffusion process, in our case the Bass model. The modified structure of the Bass model is:
	.     (9)
	Estimation of the diffusion curve requires the parameters p, q, m(0), mmax and k  to be identified.
	IV. Forecasted Results for IPTV                     Users in Serbia
	The total market potential for IPTV service in the Serbian market is estimated based on the new diffusion model, as we proposed by Eq. (8). The major property of this model is that it considers logistic growth of market potential that depends on the technological availability of network infrastructure, k. This parameter reflects the gradual building of network infrastructure to support a new service. When this parameter get large enough then the market potential becomes nearly constant.    
	The implementation of IPTV service in the Serbian market was started at the end of 2008. Fig. 1 illustrates the growth of IPTV users for different regions.
	Fig. 1. The number of IPTV users in Serbia [10] 
	Initially, in order to forecast the total number of IPTV users we have to estimate the required Bass diffusion parameters values. For this purpose we used the analogy with similar service, such us analogue TV. By applying the adjustment procedure, we obtained the values of Bass diffusion parameters (p=0.0014 and q=0.11) with accepted mismatches. The comparison results between the real and fitted data are shown in Fig. 2. 
	The low value of the innovation parameter is obtained as a result of the weak advertising efforts and slightly higher price than the competitive services. 
	Further, to forecast the number of IPTV users we have to determine all necessary parameters, as we defined by Eq. (8). The total population of Serbian market is estimated to be 7.5 millions and the mean number of household members is 3.1. Thus, the total number of households is nearly HH = 7.5/3.1 = 2.4 millions. 
	Fig. 2. Comparison results between the real statistic data 
	and cumulative number of IPTV users for
	 m=500.000, p=0.0014 and q=0.11
	We considered only two categories of household economy, HE, as the potential IPTV users: high-income households (HE = 1) and middle-income households (HE = 2). Household penetration is determined according to the available statistical data for Serbian market [10]. We assumed that 10% of the total Serbian households is classified as high-income households (HH1=0.1(HH) and 35% as middle-income households (HH1=0.35(HH). Assuming that household penetration for high and middle income families are HP1=0.9 and HP2=0.35, respectively, the total residential market potential could be estimated to: 
	.               (10)
	Assuming that m(0)=0 and using the Eq. (9) we obtained the cumulative forecasted number of IPTV users for a short-term period (up to 70 months). By Fig. 3, we presented the comparative results with standard Bass model for different values of the network availability parameter, k. From Fig. 3, it is possible to analyze the impact that the network infrastructure availability has on the IPTV service adoption process. Bass diffusion model considers that all potential users have the possibility to adopt a new service. However, the gradual building of the telecommunication network infrastructure to support a new service takes time.
	Fig. 3. The forecasted results for IPTV users in Serbia
	By introducing parameter of network infrastructure availability, we could more precisely forecast diffusion speed. Depending on its values the slope of the curves are different and the market saturation is reached faster or slower. The value of this parameter is determined based on the planed network investment strategy. 
	V. Conclusion
	Telecom service providers need to progress quickly and effectively to compensate the reduction of traditional revenue and meet users demand for new services. Wide-ranging market research have to determine which future services will be the most profitable, how to use efficiently the existing network infrastructure and where to make the key investments necessary for long-term success. This paper gives an innovative diffusion model for new service adoption with the variable market potential that depends on the network availability. The comparison results with traditional Bass model, which assumes fixed market potential, are given.
	The proposed model is tested for the case of IPTV service. It represents a chance for telecommunication operators looking for new revenues beyond data and voice services. It is expected that IPTV adoption will continue to enjoy dynamic growth in short-term future because of fast residential broadband adoption and the analogue TV switch-off process. In this paper, we analyzed the possible scenarios of IPTV service adoption process at the Serbian market based on the estimated market population and the network infrastructure availability. 
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	Effects of DVB-H and 3G Cellular
	Networks Integration
	Milorad L. Popović1, Milan M. Šunjevarić2, Željko J. Vujasinović3
	Abstract – This article shows research of possibility to implement hybrid DVB-H and UMTS network. DVB-H network has been modelled for observed area, with several variations in system capacity – number of TV channels. Radio planning for network with previously defined capacity was performed. This model was used to research dependency between DVB-H network implementation costs and requested number of TV channels. Implementation cost analysis of DVB-H mobile television network has also been performed. Effects of implementation of three types of hybrid DVB-H/3G network on mobile television network implementation cost have been analyzed and advantage of hybrid network, comparing to DVB-H network alone, has been estimated.
	Keywords – Mobile TV, Hybrid network, DVB-H.
	I. Introduction
	Convergence between broadcast and telecommunication services is one of the main characteristics and main requests which appear from the earliest stage of mobile television (mobile TV) network development. Combination of mobile cellular networks and mobile TV digital broadcast networks offers many possibilities for mobile operators, providers of multi-media content as well as for TV broadcast operators. This approach gives them possibility to provide new services and applications. Commercial mobile TV networks, based on DVB-H technology have already been in commercial use in many countries and in some countries are still in testing phase [1]. It is expected that popularity of mobile TV services will continue to grow in future period, and DVB-H standard has been recommended by European Commission for implementation of the mobile TV networks [2]. One of the main obstacles related to introduction of DVB-H networks is the high cost of initial investment into infrastructure.
	The goal of this article is to research how to minimize costs of establishing mobile TV network through implementation on hybrid network comprised of DVB-H broadcast network and 3rd generation cellular network. Effects of integration of these networks have been researched in this article and possibility of gradual development of mobile TV broadcast networks by respecting user requests has been analyzed. This will provide optimal introduction of new service because we will have an opportunity to implement new DVB-H locations where and when needed. Influence of requested capacity -
	1Milorad L. Popović, Nokia Siemens Networks d.o.o, Banja Luka, Bosna i Hercegovina, (email: milorad.popovic@nsn.com)
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	number of TV channels and required quality of service on complexity of realization of the hybrid network for mobile TV has been researched through analysis and simulation of mobile TV network based on DVB-H and UMTS network. Research was done for the area of north-west Bosnia and Herzegovina - Banja Luka area.
	In order to complete this task, nominal radio planning of DVB-H network on the complete area of interest has been performed previously through usage of professional radio network planning tool, which enabled us to conduct detailed analysis of network performance, regarding the coverage, interference and capacity, for all variants of system settings.
	This paper is organized as follows. After the introduction, section II gives the related work overview. Section III provides some initial assumptions, and results obtained through our analysis are shown in sections IV, V and VI. Section VII concludes the paper and introduces area for further work. 
	II. Related Work
	Many research works have been conducted in the past couple of years, aiming to find the optimal way to integrate different types of networks. Initial test networks for research of possibility to integrate DVB-H and UMTS were established in 2004 [3]. Architecture enabling multi-media and interactive services in heterogeneous networks including DVB-H and enabling handover between different technologies with supported QoS was presented in [4]. Possibility to integrate UMTS and DVB-H networks on radio access network level was analyzed in [5]. Handover issue between UMTS and DVB-H network was analyzed in [6] and [7]. Strategies to optimize vertical handover between broadcast DVB-H and MBMS/UMTS networks was analyzed in [8], and in [9] solution of continuality of service during handover between DVB-H and Evolved Packet System (EPS) was presented. In [10] improvement of mobile IPv6 protocol was suggested in order to support interactive multimedia services with guarantied QoS in hybrid broadcast and mobile IPv6 surroundings. Authors in [11] have shown that efficiency of file delivery in DVB-H network which provided partial coverage of the area, can be significantly improved through usage of 3G cellular networks for delivery of corrected packages in areas with poor DVB-H signal. In [12] performance of hybrid DVB-H and UMTS network for file delivery has been analyzed. Throughout this analysis it has been established that hybrid network significantly improves average response in comparison to each of these networks independently. Also, certain analytical methods have been developed for analysis of hybrid system performance in [12] and [13]. And finally, within IEEE 802.21 group the standardization of handover process between different technologies with DVB-H is ongoing, through projects which include main vendors and operators in Europe [14].
	All these researches clearly shows that convergence of broadcast technologies, primarily DVB-H, with other mobile cellular networks are at the focal point of development of interactive multi-media networks. All these activities and researches clearly show the technical feasibility of hybrid DVB-H and UMTS mobile broadcast system. 
	III. Initial Assumptions
	Based on the analysis of the current situation in Bosnia and Herzegovina regarding popularity of TV services [15] and commercial networks experience in Europe and the world [1], we determined a number of TV channels for which it was justified to make the analysis. We decided to conduct the analysis for the following number of TV channels: 7, 12, 17, 24 and 30 TV channels because this way possibilities and demands set before the implementation of mobile TV network with different capacity can be reviewed and this method gives enough flexibility for research of different scenarios related to implementation of DVB-H network, as well as the hybrid mobile TV network. In the analysis we have assumed that required bandwidth for transmission of one TV channel is 500kb/s. Since the 3G network is already available and working in the area of interest, we assumed that this network is available in every point of the region.
	IV. DVB-H Network Planning
	In order to estimate coverage range of the system it was necessary to select the path loss model of transmission path. Different prediction models were developed to determine transmission path loss. Propagation model based on ITU-R P.1546-2 [16] was used in our analysis to calculate strength of received field of DVB-H signal. Mobile radio channel model used in these simulations was TU-6 model.
	We assumed in this paper that mobile terminal antenna height is 1,5 m, receiver antenna gain -10 dBi, height of the transmitter antenna 30m, penetration losses in urban area 12 dB, and in rural area 6 dB, frequency 482 MHz, SFN (Single Frequency Network) gain was not taken into consideration. We calculated minimum signal strength at receiver antenna taking into account 6 dB noise figure, receiver antenna gain and requested signal/noise ratio, and if we add this value to the noise level of 7,61 MHz channel we get minimum signal strength of the receiving field for all combination of the system parameters [17]. Two referent signal strength levels at the place of the receiver antenna, which we have used for the analysis of every combination of the system parameters are: in-door and out-door. During process of the definition of the transmitter location, we have to take into account electromagnetic compatibility restrictions and also restrictions on exposure of people to electromagnetic fields. Referent levels for limiting exposure of people to electric, magnetic and electromagnetic field produced in frequency range below 300 GHz, are regulated in every country and usually these regulations comply with Council of European Union recommendation 1999/519/EC [18]. Because of these restrictions transmitters with effective radiated power higher than 1000 W could not be placed inside urban areas.
	This analysis was performed for the coverage area probability of 90%, what means that at least 90% of all locations inside coverage area will have sufficiently good signal. We have started with planning of the DVB-H network with coverage planning for the smallest number of requested TV channels, and afterwards coverage planning for all other system parameters combination and number of the TV channels followed. In this phase we have identified also urban areas, in which it is not possible to provide sufficiently good in-door signal quality without additional transmitters located inside or nearby these urban areas. Results of the analysis of the DVB-H network planning for the region are presented in Table I. 
	TABLE I
	Determined number of DVB-H transmitters
	Number of TV channels
	Number of transmitters
	5 kW
	2,5 kW
	1,2 kW
	0,2 kW
	7
	2
	2
	2
	12
	2
	1
	4
	6
	17
	3
	6
	9
	24
	3
	6
	22
	29
	30
	3
	6
	40
	61
	V. DVB-H Implementation Costs
	It is very important that basic technical parameters  are identified during planning of the DVB-H network and their impact on the initial costs is analyzed, when starting deployment of such network. Even in case of small DVB-H network proper transmitter type selection can have strong influence on implementation cost reduction [19]. For the initial implementation costs of the DVB-H network transmitter price has the strongest impact, if we assume that all other necessary infrastructure already exists. Besides transmitter power antenna systems, installation works and material also have an impact on DVB-H site cost. Price of the transmitter is non-linearly correlated with its power, because the price of the one Watt of the power is getting lower with transmitter power increasing. This is self understandable because every equipment has common components, which bring same costs disregarding the transmitter power. From the other point of view, higher transmitter power equipment is more complex and that will consequently increase the price of that equipment [20]. In addition to equipment costs, investment in new infrastructure will also have strong impact on implementation costs of DVB-H network. In order to reduce these costs as much as possible collocation with already existing GSM/UMTS systems should be analyzed in the network planning process. To be able to analyze implementation costs of DVB-H network, we have taken into consideration only transmitter costs and to make this comparison easier we assumed that  price  of the one  Watt  of 
	Fig. 1. DVB-H network implementation costs
	the power for the 2500 W transmitter is equal to 1. From [20] it can be seen that ratio between price for the one Watt of the power of the 200 W transmitter and one Watt of the power of the 2500 W transmitter is equal to 3. If we consequently assume that price for the one Watt of the power of the 800 W and 5000 W transmitter are 2 and 0.75 respectively relative to price for the one Watt of the power of the 2500 W transmitter, we can calculate relative price for every of these four transmitter groups. Combining these values with the results from Table I we get relative price ratio of DVB-H network for all analyzed network capacities – numbers of TV channels. Dependency of the implementation costs of DVB-H network on the number of requested TV channels is shown on Fig. 1.  
	VI. Hybrid Network Implementation Costs
	In this work we have also analyzed implementation costs of DVB-H network covering only urban areas. Justification for this scenario is assumption that in the first phase of the implementation of the mobile TV network it would be acceptable to provide the DVB-H signal only in urban areas, having in mind the fact that in the region of interest population is mostly located in towns. In this scenario mobile TV service in rural areas would be provided by means of 3G cellular network through hybrid network implementation. This kind of hybrid network implementation would give us possibility to expand DVB-H network infrastructure to include rural areas gradually by following user demands. Results of this analysis can be seen in Fig. 1. We have to mention here that these results for two variants of the hybrid network with DVB-H transmitters, which are implemented only in urban areas, are not directly calculated from the Table I. Here we took into consideration also additional DVB-H transmitters which should be installed in urban areas if high power DVB-H location would not be implemented in first phase of mobile TV network implementation.  The basic idea is that in the very beginning of the mobile television service deployment, the most popular TV channels should be transmitted over DVB-H network whereas all other TV channel with popularity below defined threshold would be transmitted by 3G network. This way we have possibility of gradually development of the network avoiding high costs in the beginning, because this way it is not required to have completely finished DVB-H infrastructure if we want to start with mobile TV service. In this way cost savings of hybrid network are oppositely proportional to the costs of extension of the DVB-H network which we would need to deploy in case we do not use 3G network.
	Hybrid network give us various possibilities of the implementation of the mobile TV network. Namely, if we have in mind that 3G network is available in the moment in every city in the region of interest, we can use this 3G network to provide in-door mobile TV signal, whereas out-door mobile TV signal would be provided by means of DVB-H network.
	We have also analyzed price variation of the implementation of the hybrid network in case that in all urban areas in-door signal is provided by means of 3G network. We have assumed that this hybrid network is convergent one with seamless handover possibilities between DVB-H and 3G networks. It is reasonable to expect that high number of handover requests would be reality in this scenario. If we have in mind recent standardization activities, with the goal to make possible this kind of handover [14], we can assume that it would become reality in near future. This kind of the hybrid network we named as Hybrid network type 1. 
	Fig. 2. Hybrid DVB-H/3G network implementation costs 
	In the foreseeable future we assumed the UMTS will become available in complete area of interest and not only in urban areas. Consequently, we analyzed the case when DVB-H network is composed only of the powerful transmitters on the high locations where broadcast infrastructure already exists. This kind of the hybrid network we named as Hybrid network type 2. Results of the performed analysis are shown in the Fig. 2. In both cases of the hybrid network, type 1 and type 2 contribution of the hybrid network implementation to the overall implementation cost reduction is obvious, in relation to mobile TV network which would be implemented with DVB-H network only. However, we should point out that in this work additional load of the 3G cellular network due to this way of implementation of the hybrid mobile TV network is not analyzed. If we implement hybrid network in this way it would be necessary to increase 3G network capacity to enable cellular network to handle this additional traffic which will be caused by subscriber’s consumption of the TV services. Nevertheless this additional traffic should not cause significant traffic increase in the 3G network.
	Gain of the hybrid network, in case of hybrid network type 1 and hybrid network type 2 is shown in Fig. 3. We can see from the Fig. 3. that in case of hybrid network type 1 we can achieve up to 20% of the costs reduction, if we implement mobile TV network in this way. From this analysis it can also be concluded that cost reduction in case of hybrid network type 2 would be enormous. However, we have to be aware that this kind of the hybrid network would make sense only for the greater number of TV channels, in case that there is no much interest in the mobile TV service. But still this is interesting scenario for theoretical discussion regarding the impact of the hybrid network implementation on the costs of implementation of the mobile TV network.
	Fig. 3. Gain of the hybrid network in comparison to DVB-H only network
	VII. Conclusion
	Results of the research of possibilities of implementation of the hybrid DVB-H and 3G cellular network are presented in this article. Impact of requested number of TV channels on the implementation costs of DVB-H network has also been discussed. Modelling and nominal radio planning of DVB-H network for the chosen system capacity was performed and results of the performed research show that with certain number of TV channels we can achieve significant gain, if we use hybrid DVB-H/3G network in comparison to DVB-H network alone. Although this research was performed for specific area, these results are general enough to be used as reference for selection of parameters, characteristic and architecture of the mobile TV network in future commercial projects, and to acquire the knowledge about characteristics and benefits of hybrid network deployment. Our further research will focus on analysis of the improvements, which new standard DVB-NGH will bring to the mobile TV service, and investigation of possible improvements of the SFN characteristics of DVB-H networks by utilizing 3G cellular networks.
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	Analysis of the Prediction of the DVB-T2 Pilot Network Signal Field Level in the City of Nis
	Dušan P. Marković1, Dejan Jakšić2
	Abstract - This paper will analyze the coverage city of Nis with DVB-T2 signal from locations Gorica (Apelovac) and selection of protective intervals in the SFN network.
	Keywords - Gap-filler, SFN, UHF, the pilot network, allotment.
	I. Introduction
	Belgrade-based Public Enterprise "Transmitters and communications" (JP "Emisiona tehnika i veze" - ETV), which is responsible for development of digital terresttrial television broadcasting system of second generation (DVB-T2) in Serbia, was constituted on 01 January 2011. As one of the tasks of ETV is to start operating a pilot network before moving on to TV channels planned by the specification of the final network (RRC-06) and to create preconditions for practical implementation, at this point analysis will be performed of the possibility of covering the city of Nis signal from the site Gorica, feasibility study of implementation of signal coverage through gap-fillers and work in single-frequency network (SFN) simultaneously with the home location Jastrebac.
	II. State of Digital Television Network Coverage in Serbia
	 At the Regional Conference in Geneva in 2006, a plan for digital TV and ITU regional division was adopted. According to the final acts of the RRC-06, Serbia is divided into 15 zones of distribution + City of Belgrade for the UHF band (Fig. 1) and 9 zones + City of Belgrade for the VHF TV band.  System DVB-T2 in UHF frequency band is established as standard for digital television broadcasting in Serbia. Each distribution zone contains seven channels in UHF band, except zones Deli Jovan, Tupiznica, Besna Kobila, Jastrebac and Kopaonik, which contain 9 UHF channels [1]. These channels represent so-called the final network, and are currently disallowed for broadcasting television programs in analog technology (PAL-625/50-G). During 2010, Ministry of Telecommunications and Information Society (Ministarstvo za telekomunikacije i informaciono drustvo - MTID) has proposed that first two channels from each distribution zone channel allotment should be utilised for the broadcasting in the final network. Specifically, from the set of channels 27, 33, 38, 42, 45, 55, 57, 60 and 64, channels 27 and 33 are proposed for allotment to zone Jastrebac, which covers city of Nis [1]. Blacked-out channels in Fig. 1 are designed for the digital dividend. The first channel (27) is planned to broadcast programs with national and regional coverage, while the second (33) would be used by local broadcasters, thus forming multiplexes 1 and 2.
	 Before commencing any work on the final network, planning activities were carried out on pilot network for experimental broadcasting of DVB-T2 signal which should become operational in 2011. The pilot network should have more modest performance,  practically the only realistic performance level that could be achieved at the time when replanning was run, and should be based primarily on providing coverage of areas with urban populations. Basic purpose of the pilot network is aiding transmission technology personnel to gain valuable experience on transmission equipment and introducing new technology to the viewers in order to perform  successful subsequent transition to the final broadcasting network.
	Fig. 1. Allotment zone in the UHF band (the final net)
	III. Analysis of Level Field Calculation
	For the coverage of city of Nis in the pilot network, a transmitter is planned to broadcast on 21 UHF TV channel from the site Gorica (with Jastrebac 31), whose coordinates are in WGS-84 system: 0215261E40 431815N79, altitude Hn/m = 289m, the height of the center of the UHF antenna Hant = 20m, with an effective radiated power (ERP) of 27dBW (500W) in the azimuth of maximum radiation 0300 and 3000. Orientation radiation pattern is shown in Fig. 2 in the linear, or Fig. 3 in logarithmic presentation.
	Fig. 2. Radiation pattern of antenna system (lin. scale)
	Fig. 3. Radiation pattern of antenna system (log. scale)
	Coverage prediction is done using statistical method of calculation based on the recommendation ITU-R P.1546-4 (own software, the authors Dragan Markovic, MDEE and Dusan Markovic, MSEE). A variant of the system calculation is IFFT expanded 32K mode, PP4 pilot scheme, time protection interval 1/16, code rate 3/4, modulation scheme 256QAM and stationary type of reception [1].
	Fig. 4. Coverage area for the level of field 56dBμV/m
	For the calculation of coverage prediction, three values were chosen for field level [2], [3]. The first is 56dBμV/m, which is consistent with the final acts of the RRC-06, standardized conditions for stationary reception - Figure 4.
	Coverage for the next situation is given in Fig. 5, for the level of fields 51dBμV/m which is the calculatied value obtained using given selection of variants of the system [3], [4]. The above value corresponds to the level of field conditions of stationary reception. From Fig. 4 and Fig. 5 it can be concluded that, with consideration the location of transmission sites and the configuration of the terrain there is no significant difference in coverage levels in a given field. This implies that even at lower values of effective radiated power from the proposed, practically the same coverage is provided for stationary reception requirements. In this case, as the field level is directly proportional to the level of effective radiated power,  the value of ERP is also three times lower, ie. 56dBμV/m - 51dBμV/m = 5dB, where 105/10 = 3.16 times.
	Fig. 5. Coverage area for the level of field 51dBμV/m
	Since the sufficient field level for reliable reception for average set-top box in real-world conditions is only 40dBμV/m, additional calculation is performed for this value, which practically represents the lower threshold for reception (Fig. 6).
	Fig. 6. Coverage area for the level of field 40 dBμV/m
	Consider the second case - what would be gained by setting the gap-filler? [4]. For the analysis of utilising gap-filler in pilot network SFN operation in respect to transmitter Jastrebac,  instead of the 21. channel, which is planned for the site Gorica,  channel 31 from Jastrebac will be used. Let's consider the delay of EM wave propagation on the path from location Jastrebac to location Gorica, Fig. 7. The distance is 36.753 km, which corresponds to the delay of EM waves of 122.51 μs. Taking into account that the average response time of gap-filler is about 7.5 μs, the resulting total delay is about 130μs, which is the same as the distance (130 × 0.3 = 39km). For correct reception in areas of the city of Nis, which simultaneously receive signals from transmitters Jastrebac and gap-filler of Gorica, it is necessary that the time difference between first and delayed  signal is less than the guard interval duration. As  the signal from Jastrebac reaches the city of Nis and Gorica with a difference of only a few microseconds, total delay is caused only by the practical response time of the device. SFN network synchronization can be achieved by “embedding” the information within the T2-MI interface to the DVB-T2 modulator systems which is used to adjust all delays in the network, ie. without the use of GPS signals, again taking into account the duration of the guard interval. Figure 7 shows a profile with marked Fresnell zones 1F1 (outer contour), 0.6 F 1 (internal), line of sight and clearance (dashed line), in addition to the terrain relief. The same figure also contains visual representation of Jastrebac from Gorica (left), and vice-versa (right). 
	Fig. 7. The mutual position and location Jastrebac and Gorica
	Additional signal coverage with gap-filler is of no practical significance, since at antenna input, adequate level of "isolation" between receiving and transmitting signal must be provided [4] [2], resulting in relatively low effective radiated power, and thus the low level of signal coverage in the city of Nis. The problem of achieving a sufficient degree of isolation is even more difficult because the angle difference between incoming waves from Jastrebac and one of the azimuth of maximum radiation (3000) is only 170 – (Fig. 7).   
	Let`s analyze the third case. Site Gorica broadcasts  a digital package with RTS programs, so that on this site a transmitter in SFN network with its parent transmitter Jastrebac can be used (31 UHF channel in the pilot network) [1]. Its coverage area is slightly larger than in the first case because of the difference due to the correction frequency of 80MHz and a somewhat higher gain of the transmitting antenna. As both transmitters must be synchronized, this means that they simultaneously broadcast the same programs with identical bitrate. Viewer in Nis will receive the first signal from the transmitter Gorica (because it is closer), and then subsequently received by Jastrebac with delay of about 122μs. The choice of mode and guard interval should be such that separation is greater than distance Jastrebac-Gorica, ie. 36.75 km.   
	Based on Table 1, for the IFFT 32K mode, one of the following guard interval should be selected: 16/256 (=1/16), 19/256, 32/256 (=1/8) and 38/256 (=19/128), which correspond to the separation of (respectively) 67.2 km, 79.7 km, 134.3 km and 159.5 km [2]. In general, the choice of a shorter guard interval duration increases the channel capacity, which ultimately leads to increase in the number of programs that can be stored in one TV channel, or the number of programs that form the multiplex. By increasing the duration of the guard interval, channel capacity is lower, but the proper choice reduces the interference on the same channel (co-channel disturbance type DVB/DVB) in the second distribution zone. This can best be seen in Fig. 8, which in terms of interference does not apply to Nis, where he presented the work of two transmitters - Gobelja and Avala in the final network on 22 UHF channel in the expanded 16K IFFT mode.  
	Fig. 8. Effect of choice of guard interval on interference
	It can be seeen from the  top half of the image that interference areas exist in zone coverage Avala (Guard Interval 19/256) and significantly less in Kopaonik, and the from the bottom image, due to the choice of intervals 38/256 (=19/128) it is obvious that interference area does not exist. Simulation was performed using software package LSTelcom [5]. In both cases, the city of Nis will be partially covered by transmitter Gobelja on Kopaonik.
	TABLE I
	Transmitter separation in channel having nominal width 8 MHz [2]
	Guard interval
	2     
	256
	8
	256
	16
	256
	19
	256
	32
	256
	38
	256
	64
	256
	Mod 
	Separation [km]
	32K
	8,4
	33,6
	67,2
	79,7
	134,3
	159,5
	---
	16K
	4,2
	16,8
	33,6
	39,9
	67,2
	79,75
	134,3
	8K
	2,1
	8,4
	16,8
	19,8
	33,6
	39,89
	67,2
	4K
	---
	4,2
	8,4
	---
	16,8
	---
	33,6
	2K
	---
	2,1
	4,2
	---
	8,4
	---
	16,8
	1K
	---
	---
	2,1
	---
	4,2
	---
	8,4
	IV. Coverage Prediction Software
	Software application used as a tool for coverage prediction is based on Microsoft .NET 4.0 platform [6] and is built using Microsoft Visual C# .NET development environment [7]. Geographic maps of Serbia are presented in Universal Transverse Mercator coordinate system and are loaded into application in GeoTIFF format.
	Terrain (elevation) data in form of a grid is based on SRTM (Shuttle Radar Topography Mission) data [8]. SRTM files are binary files in which every two consecutive bytes of data present terrain height (integer format) above sea level for specific geographic coordinates. Data for 1x1 arc degree and resolution of 3x3 arc seconds is grouped into a single SRTM file.
	Graphical projection of data on map is achieved by using open source GIS (Geografic Information System) software components from DotSpatial set of libraries [9].
	V. Conclusion
	This paper explores the problem of covering the city of Nis with DVB-T2 signal of the pilot network for the three possible cases - with a stationary location Gorica, gap-filler and a transmitter in the SFN network with its parent transmitter Jastrebac. A variant of the optimal future DVB-T2 system is proposed and influence of choice of protective interval is analyzed.
	Reference
	[1]  Strategija za prelazak sa analognog na digitalno emitovanje            radio i televizijskog programa u Republici Srbiji Elektrotehnički fakultet Beograd, 2009.
	[2]    ETSI EN 302 755 V1.2.1, October 2010.
	[3]  DVB-T2 NETWORK PLANNING, B21C  WP3 Network & Channels, Celtic Project CP4-004, Deliverable D11-Part 3, Gerard Faria, Teamcast, 2009.
	[4]   B21C – Celtic Project CP4-004, WP3 – Network & Channels  Deliverable 09: GAP-FILLER STUDIES, B21C – Broadcast for the 21st Century - Project coordinator: Gérard Faria TeamCast, 2009.
	[5] LSTelcom Software, MKIID, RATEL
	[6]    http://www.microsoft.com/net/ (19.8.2011.)
	[7]    http://www.microsoft.com/visualstudio/en-us/products/2010-
	         editions/visual-csharp-express/ (19.8.2011.)
	[8]    http://www2.jpl.nasa.gov/srtm/ (19.8.2011.)
	[9]    http://dotspatial.codeplex.com/ (19.8.2011.)

	PO5 -5-R110_novo.pdf
	Adaptive QoS Cross-Layer module for Multimedia Services in Heterogeneous Wireless Networks
	Tomislav Shuminoski1, Toni Janevski2
	Abstract – In this paper we introduce adaptive QoS provisioning for multimedia services in heterogeneous wireless networks. The concept is proven via novel simulation analysis in integrated environment with UMTS and IEEE 802.11 networks. We introduce our novel adaptive QoS Cross-Layer Module that provides the best QoS performances and the lower cost for a given service by using one and/or more wireless and mobile technologies at a given time. The performance of the algorithm implemented within our module is evaluated using simulation with dual-mode mobile users’ equipments. The analysis of this concept has shown overall superior performances and QoS provisioning for different multimedia services in a variety of network conditions in heterogeneous wireless environment.
	Keywords – Adaptive, Cross-Layer Module, dual-mode, Packet Delivery Ratio (PDR), Quality-of-Service (QoS).
	I. Introduction
	Adaptive Quality-Of-Service (QoS) provisioning for Heterogeneous Wireless and Mobile Networks has become increasingly important objective, since these networks are promising to offer broad range of multimedia services with satisfying level of QoS parameters. However, this requires great thoughtfulness, scalability and thoroughfull analysis, due to the fact that these networks are heterogeneous, with many QoS mechanisms and requirements for any offered service. Moreover, since radio bandwidth is one of the most precious resources in wireless and mobile systems consequently, the existence of an efficient adaptive QoS module is very important in order to guarantee for QoS provision for any given services, and also to maximize the radio resource utilization at the same time. In the next generation of mobile and wireless networks, which are seen as a user-centric concept instead of an operator-centric concept as in 3G or as a service-centric concept as in 4G, the mobile user is placed as a primer, on the top of all [1]. The mobile equipments will have access to different wireless technologies at the same time, and it will be able to combine different flows from different technologies using adaptive QoS algorithms. Furthermore, each wireless and mobile heterogeneous network will be responsible for handling user-mobility, while the mobile terminal will make the final choice among different wireless and mobile access network providers for a given service. In that point, the satisfied QoS provisioning for wireless and mobile multimedia networks is going to become an increasingly crucial target. Therefore, the analysis in this paper is focused on adaptive QoS provisioning for multimedia service over integrated UMTS and WLAN networks, in a loose coupling architecture, using novel advanced QoS Framework within a dual-mode Mobile Equipment. This Adaptive QoS Framework has the capability of accessing both networks and is able to choose the best connection according to QoS requirements for the given service, and is able to roam between the networks as many times as needed by using vertical handovers executed by the mobile equipment. The prerequisite for this is mobile equipment to have Service Level Agreements (SLA) with both networks, 3G and WLAN, since these networks can belong to different network providers. Moreover, without loss of generality, this adaptive QoS provision framework can be used in any mobile and wireless IP multimedia network. Hence, WLAN and 3G are chosen here for demonstration purposes as most widely spread wireless technologies today. The paper is organized as follows. Section II gives an overview of the most relevant research works in this field. Section III presents our system model with adaptive QoS framework within. In Section IV we provide simulation results. Finally, the last Section V concludes this paper.
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	II. Related Works
	Nowadays, the major goal in wireless and mobile multimedia networks is the provision of high level of QoS support for any given service. The interest for adaptive QoS provisioning is growing together with the tremendous development of multimedia services in mobile and wireless networks, where it is possible to increase or decrease the bandwidth of individual ongoing flows. One bandwidth adaptation algorithm which seeks for high level of QoS provisioning is presented in [3]. Also, in [3] the bandwidth of an ongoing multimedia calls can be dynamically adjusted, with the Call Admission Control (CAC) algorithms. Call blocking probability, forced termination probability and call overload probability are the main QoS parameters on a call level that are concern. But in [3] only single class of adaptive multimedia networking has been investigated. Furthermore, in [4] is presented effective QoS provisioning for wireless adaptive multimedia with using a form of discounted reward reinforcement learning known as Q-learning. The proposed scheme in [4] considered the handoff dropping probability and average allocated bandwidth constraints simultaneously, in order to achieve optimal CAC and bandwidth allocation policies that can maximize network revenue and guarantee QoS constraints. Simulation results in [4] demonstrate that the given scheme is high effective. A step forward is made in [5], where is proposed a generic adaptive reservation-based QoS model for the integrated cellular and WLAN networks. It uses an adaptation mechanism to support end-to-end QoS. The performance results shown in [5] reveal that the given adaptive QoS management scheme can considerably improve the system resource utilization and reduce the call blocking probability and handoff dropping probability of the integrated networks while still maintaining acceptable QoS to the end users. However, this adaptive QoS management scheme modifies only MAC layer CAC procedure with appropriate bandwidth adaptation algorithm (given in [5]), and satisfies only limited number of QoS parameters (like: traffic load, call blocking probability and handoff dropping probability). 
	On the other hand, when we focus on architectures for integrated WLAN/UMTS systems, they can be grouped into two categories based on the independence between the two networks [6]- tight coupling and loose coupling. The loose coupling architecture enables the two networks to be deployed independently, but it results in poor QoS provisioning (longer delays for signalling and vertical handovers). 3GPP has been working on standardization for integration of cellular 3GPP technologies and WLAN systems [7]. Furthermore, schemes for dual-mode mobile equipment for UMTS/WLAN interworking network have been proposed in [8] and [9], but without emphasized QoS issues. Similar on previous dual-mode ME node for UMTS/WLAN, in [10] is presented an advanced one, with implemented handover logic modules integrated within. The dual-mode UE design includes a monitoring and reporting unit to determine the status of the interfaces and an interface selection unit to activate or deactivate the interfaces (UMTS and WLAN) for mobile handoff. The results indicate a smoother and seamless handoff process. The lack of this model is in focusing only on mobile HO processes and not on an implementation of any adaptive QoS framework so as the results of other QoS parameters can be improved. Similar to our work, in [11] an adaptive wireless end-to-end QoS algorithm has been presented. This algorithm solves the main QoS problems (congestion, wireless medium, handovers, temporary disconnecting and etc.) within the Network Layer in Heterogeneous Networks. Also, in the simulation results in [11] a ns-2 simulation environment has been used. However, the lack of the adaptive QoS framework presented in [11] is for focusing only on video streaming delivery (real-time services) over heterogeneous networks. The main motivation that led us to develop novel adaptive QoS framework in one module within ME, which will provide intelligent high level of QoS in any wireless and mobile heterogeneous network (including integrated UMTS/WLAN networks [12]), using every available technology at same time, is taken from [1]. In [1] the 5G mobile phone concepts are given and moreover the needs for creating and implementing adaptive QoS management mechanisms are being introduced. To emphasize that in comparison with other related works, our adaptive QoS module is implemented on IP level. In our previous works (with the first version of our adaptive QoS module) we have presented early simulation results and analysis for adaptive QoS VoIP provisioning (real-time services) in integrated WLAN/UMTS networks [13] and also, adaptive QoS provisioning for non-real time services in heterogeneous wireless networks [14]. After improvements of our Adaptive QoS Framework in our Module within the ME, we achieved even superior results then the previous one, and even better QoS provisioning in heterogeneous wireless and mobile networks (published in [15] and [16]). Furthermore, we elaborate the intelligence of our novel adaptive QoS module, presenting novel results with improve statistical analysis.
	III. System Model
	In Fig. 1 our system model is presented, as an novel ME node, which is dual-mode UMTS/WLAN node with Adaptive QoS module within on IP layer. According to [1] and [2] physical and OWA define the wireless technology, whereas the network layer will be IP, with required separation of this layer in two sublayers: one sublayer for routing and another provisioned for each interface (different IPv4 addresses). For more details about all this layers see [1]. Furthermore, in addition our adaptive QoS framework in ME is briefly presented. The core of our work is development of novel adaptive QoS Module; we call it QoS-Cross-IP Module (QXIP), defined separately from each wireless technology, which will be able to provide intelligent QoS management and routing over variety of network technologies. The QoS parameters (such as delay, jitter, losses, bandwidth, reliability, Packer-Error-Ratio (PER), Signal-to-Noice-Ratio (SNR), Transmission Power (TP), Type of Service (ToS) and etc.) are continuously collected, during all the time, via cross-layer messages from Physical layer up to the Application layer, and stored in a two-dimensional matrix within the QXIP module. The first row of this matrix contains UMTS QoS parameters and second row contains the WLAN QoS parameters, appropriately. Before every transmission of IP packet from QXIP down to UMTS or WLAN LL/MAC modules, the QXIP module is doing service quality testing (testing of collected QoS parameters) in order to choose the best wireless connection upon required QoS. Here, in our current implementation, we are testing only: ToS, SNR, PER and TP, which we collected from Physical, OWA and Application layers via cross-layer messages. According to the performance analysis in [12], QXIP module always first try to get admission (in uplink) to the WLAN whenever it is available (i.e. all tested WLAN parameters: SNR, PER and TP, are above their appropriate WLAN thresholds, given in [8]). Second, if QXIP module doesn’t get WLAN admission, it will try to get admission to UMTS network (all tested UMTS parameters are above their appropriate UMTS thresholds, given in [8]). 
	Finally, QXIP module sent the packet that come from Upper Network Layer down to the chosen LL/MAC module or can dropped the packet if it doesn’t find admission to any of those two networks. In downlink, all packets from all OWA modules are received and send up from QXIP to Upper Network Layer, without possibility for dropping them out
	Fig. 1. Overview of the ME with Adaptive QoS Module within

	IV. Simulation Results and Analysis
	In Fig.2 the simulation scenario is given, and as can be seen, we create one UMTS Node B and one WLAN Access Point. At the start of the simulation, the MEs are randomly scattered within the area of 500x500 m2. For MEs physical mobility, we adopted the Gauss-Markov Mobility model [17] considering average speeds in the range of 2-21 m/s. The Node B coordinates are: (500,500) which providing coverage for the MEs placed within a distance of about 520 m. On the other hand, WLAN AP is placed at (150,150) which provides coverage for the MEs in diameter of around 130 m. This simulation scenario provides total network coverage for all MEs (WLAN and/or UMTS coverage). The multimedia traffic (Constant Bit Ratio and Variable Bit Ratio) starts at the beginning of the simulation time. Until the end of the simulation time, part of this multimedia traffic flows between Internet via 4G core network, through the gateway (GW), which is wired to UMTS Node B and 802.11 AP, to all MEs (e.g., VoIP, e-mail and web sessions) and another part of the traffic flows between MEs (e.g., one ME exchanges some multimedia file with another ME). The general parameters used in our simulation are summarized in Table I. In the first case all MEs are dual-mode UMTS/WLAN, and are equipped with QXIP module. We use ns-miracle 1.2.2 [18] for creating our dual-mode ME with two interfaces (one for UMTS, another for WLAN network) and with QXIP module within. The performance outline in this case is shown with blue lines in Fig. 3-6, and is compared with the simulation outlines in the cases when we have MEs without QXIP module within, only with WLAN (green line) interface or with UMTS (red line) interface. It is necessary to emphasize that in order to achieve more realistic values and results, in the simulation scenario; we have used background traffic in both networks up to 60% of their capacity. In Fig. 3 is presented average throughput for different velocity (2 m/s - 18 m/s) of the MEs, when we have 8 MEs and simulation time of 20 s. First of all, it can be clearly seen that the average throughputs of our case with dual-mode QXIP MEs, for any given velocity, are showing superior values in comparison with the average throughput values from the other two cases. To emphasize that, for higher velocity values, QXIP and WLAN throughput curves have descending trend; because at those speeds all MEs practically fly over WLAN area (WLAN utilisation is going down). The UMTS throughput curve remains almost constant, due to the full UMTS coverage. Moreover, for all three cases in Fig. 4 PDR values versus simulation time are shown. In this case the number of MEs is set to 8, and the velocity of MEs is 2 m/s. As it is shown, the average PDR values for our QXIP MEs have tendency to reach UMTS PDR values, and as the simulation time increases this two PDR values are becoming almost equal.
	Fig. 2. Scenario for multimedia traffic

	TABLE I
	System Parameters
	Parameters
	Values
	CBR packet size 
	160 Bytes
	TCP packet size
	500 Bytes
	WLAN Data rate
	1 Mbps
	Phy header
	192 bits
	MAC header
	224 bits
	SIFS
	10 μs
	DIFS
	50 μs
	Traffic frame interarrivel time
	4 seconds
	CTS, ACK
	112 bits + Phy header
	WLAN_PER threshold
	7x10-11   W
	UMTS_PER threshold
	10-6    W
	NodeB spreading factor
	32
	ME spreading factor
	16
	Fig. 3. Average throughput vs velocity (NoMEs=8)
	Fig. 4. Average PDR vs time (NoMEs=8, v=2m/s)
	Fig. 5. Autocorrelation of delay vs number of nodes values
	Fig. 6. Time autocorrelation for jitter (NoMEs=10)

	Moreover, the QXIP PDR values all the time are higher than WLAN PDR values and we have balanced and very stabilized PDR values for our QXIP case. Finally, in Fig. 5 and Fig. 6 the autocorrelations of the values of delay for different number of MEs and time autocorrelations for jitters, respectively are presented. The autocorrelations of delay/jitter values for our QXIP MEs have smooth descending trend, between the autocorrelations for UMTS and WLAN cases (which oscillates). The faster decreasing of the UMTS autocorrelation curves corresponds to the lower delay/jitter variance compared to our QXIP ME. On the other hand, the oscillations of WLAN ME curves prove instability of WLAN network. All this indicates that our QXIP ME has quite stabile and balanced delay/jitter values, and it can step up with the performance outcome from other two cases.
	V. Conclusion
	In this paper a novel simulation results and statistical analysis for the key QoS parameters (throughput, jitter, delay and PDR) is shown, using adaptive QoS cross-layer module within a dual-mode UMTS/WLAN ME. According to the presented results, our propose dual-stack UMTS/WLAN ME with adaptive QoS module within perform fairly well in different network conditions, achieving superior performances in comparison with the cases when only WLAN MEs or only UMTS MEs are being used.
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	A MIH-Enabled Emulated Network 
	for Streaming Applications
	Alexandru Vulpe1, Octavian Fratu2
	Abstract—This paper describes a method to emulate a MIH network i.e. to evaluate the real-life behaviour of a MIH network without the need for still not commercially available MIH equipments. The paper focuses on network-wide performance evaluation in the context of a WiFi-WiMAX vertical handover. The EXata Network Emulation tool is used to emulate the MIH network.
	Keywords—streaming; network emulation; heterogeneous wireless networks; IEEE 802.21; vertical handover
	I.  Introduction 
	Performance increase of wireless communication systems is sometimes difficult to be achieved with homogeneous access technologies[1, 2]. Future wireless communication systems should mitigate the effect that the existence of heterogeneous wireless access technologies has on the user experience. This should allow the user to roam freely without service interruption and to be able to have access to different and more reliable services. This paradigm is based on several key issues of which the most important are vertical handover (VHO) execution, proper selection of the next point of attachment (PoA) and quality of service (QoS) when a mobile node is moving from one PoA to another. 
	A lot of research has been done over the past few years to address these topics. References [3, 4] proposed a VHO solution based on Mobile IP. However this approach tends to introduce a high and unwanted handover latency. The IEEE 802.21 standard was published in early 2009 to standardize Media Independent Handover (MIH) procedures[5]. A vertical handover demo[6] was presented at the Mobile World Congress in Barcelona in 2008 using a SIP-based application based on the MIH standard. 
	In [7] a reconfigurable mobile terminal was prototyped. However the proposed solution was validated through an application that originated from the terminal so the mobility management issue was unaddressed. This was done within the framework of the RIWCoS project that proposed an architecture for reconfigurable interoperability in heterogeneous wireless infrastructures based on the 802.21 standard. This paper proposes a network emulation testbed in order to have an approach complementary to [7]. This is needed to address mobility management issues that arise when there is a streaming application originating from the Internet and the stream is played on a mobile node. This can be done with the help of the MIH procedures. 
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	The paper is organized as follows: Section II briefly describes the RIWCoS architecture, Section III describes the implementation details of the IEEE 802.21 standard in the QualNet network simulator while Section IV talks about porting the implementation to the EXata network emulator part of the same software family. Section V shows some results obtained using the set up testbed, and section VI gives some conclusions and further developments.
	II. The RIWCoS Architecture
	The RIWCoS project [8] aims to develop a common hybrid communication system, based on the IEEE 802.21 framework. It should, therefore, offer service continuity to mobile users when they roam through access networks that are based on different mobile technologies (cellular, WiMAX and/or WiFi).
	The overall RIWCoS architecture is based on an Interoperability Manager module for each wireless communication system. This module would interoperate with the MIH function from the 802.21 standard (Fig. 1) to ensure the cooperation between different wireless technologies. It should provide information to the mobile terminal about the neighbouring networks, link state information and should also handle MIH messages.
	Link Interoperability Modules (one for each of the link-layer technologies) ensure cooperation between technology-specific link layers and the Interoperability Manager. They add MIH functionality to each technology-specific MAC layer and appears as a unified layer to the upper OSI layers.
	There is also a Resource Manager (RM) entity which has the main function of collecting information and performing handover decisions based on a certain algorithm[9]. The information is based on parameter monitoring performed by the Link Interoperability Modules, and the selection process takes into account the user profile, link quality parameters, network load, and quality of service. The RM could take into account information provided by a handover prediction algorithm which might make use of services provided by a Media Independent Information Service[10].
	More details about implementing the RIWCoS architecture can be found in [11, 13] and an implementation of an IEEE802.21 Media Independent Information Server developed within the framework of the same project is described in [14].
	III. MIH Implementation Details
	The main functionalities of the IEEE 802.21 standard were implemented in the QualNet simulator which uses a layered architecture similar to that of the TCP/IP network protocol stack[15]. 
	Fig. 1. RIWCoS system architecture
	The RIWCoS modules were integrated in QualNet like this: the Interoperability Manager (IM) at the Network Layer and the Link Interoperability Modules at the MAC Layer. This choice ensured an easier integration with the QualNet stack, because the Network and MAC Layer framework could be used instead of developing a new layer. In order to debug the simulator implementation a minimal RM test module was also developed in QualNet. The present results use this RM version.
	The following logical components were implemented in QualNet:
	 The Event Dispatcher of the IM. It processes received MIH messages from its peer and forwards them, if necessary, to the lower or higher levels either to process a request or to receive a response message or an indication.
	 The MIH Protocol including its ACK service. The ACK service is fully based on the implementation of the MIH finite state machine and procedures described by the standard.
	 The Link Interoperability Modules. Each module controls the MAC state by answering received Link Commands and sending Link Events to the MIH function.
	Extensive simulations and performance evaluations were conducted in order to analyze the implementation of the protocol and results were published in [12, 16, 17]
	IV. Network Emulation using EXata
	While the simulation approach discussed in previous papers gives an insight into how the MIH system would behave, and mimics the behaviour of a real network, it cannot interact with one. Simulators often use abstractions of the real system, and although the abstractions of the QualNet simulator are of high quality, the results that it provides are likely to be different from those of a real network. The decision was taken, therefore, to use the EXata Network Emulator[18], part of SNT software together with QualNet. Using a network emulator would provide an exact, high quality, reproduction of external behaviour so that the emulated system would be indistinguishable from the real system. This would mean that one could implement a MIH enabled network, pass real packets through it, and observe the effect it has on the received packets. This can prove to be of great help since MIH-enabled equipment is still not available on the market.
	Fig. 2. EXata testbed
	Fig. 2 gives a representation of a proposed testbed using the EXata Network Emulator. The MIH-enabled network is setup as a scenario in EXata, and two nodes of the network are mapped to external real terminals (laptops). These laptops are connected to the EXata emulation server via wired links  (although wireless links are possible too but with less functionality) and are called operational hosts. 
	Since EXata and QualNet are part of the same software family, it was possible to port the source code (written in C/C++) containing the MIH implementation to the EXata source code. After doing so, we tried to see the effect the MIH network has on real packets. The scenario setup in EXata is similar to the one used in QualNet simulator, in order to see the exact differences between the two approaches, and is shown in Fig. 3. Node 8 will perform a streaming application to the mobile node, in order to replicate the situation when a mobile user is watching a video or movie from a streaming server on the Internet (e.g. Youtube).
	Fig. 3. The scenario simulated in QualNet
	The emulated network in EXata (Fig. 3) consists of 8 nodes, from 1 to 8, of which node 4 is the Mobile Node with two radio interfaces, WiFi and WiMAX. Nodes 2, 3, 5 and 6 represent Points of Attachment (nodes 2 and 3 are 802.16 base stations and nodes 5 and 6 are 802.11 access points) and nodes 1, 7 and 8 form a wired backbone that connects all the points of attachment. Node 4 will play a movie streamed from node 8. The Resource Manager is implemented at the Mobile Node. While it is possible to designate the Resource Manager as a centralized node somewhere deeper in the network or as a distributed resource management system, this choice provides a smaller delay of the MIH signaling involved in conveying the handover information from the lower levels of the OSI stack to the RM. The routing protocol used is Ad-hoc On-demand Distance Vector (AODV) which is a reactive routing protocol, meaning that it establishes a route to a destination only on demand. Also, the connection setup delay is lower. This makes it one of the commonly used routing protocols in Mobile Ad-Hoc Networks [19]
	The MIH signalling involved in triggering the handover between two heterogeneous networks is described in more detail in [12]. The Mobile Node is first attached to the 802.16 BS and roams through the four wireless networks triggering a handover each time. When it detects that the link quality is degrading it sends a MIH_Link_Going_Down (LGD) indication primitive to the RM via its Interoperability Manager (IM). The RM is located at the Mobile Node and can access radio link measurements done by the MAC layer, thus providing smaller signalling delays since communication between the two entities is done locally.
	V. Results Obtained
	For testing the emulated network, VLC media player [20] was used. A video at a bit rate of 1024 kbps was streamed from the operational host mapped to node 8 (the server) of the setup scenario using VLC while the movie was played on the operational host mapped to node 4 (the mobile user) using the same player. VLC presents the user with a number of options for streaming video to the network. The chosen protocol was RTP so as to resemble the CBR application from the simulated network in QualNet. 
	While performing horizontal handover between two networks of the same wireless technology, there was no visible degradation, but when performing handover between the WiFi and WiMAX networks, there were some packets lost and this was noticeable on the played video. However, if a buffer for the received stream of at least 3 seconds was introduced, the video quality during handover improved.
	While testing the network using VLC gives an insight into the user experience of the received stream, it cannot help to evaluate network performance. So, we used another tool named JPerf [21] which is a graphical front-end to the popular tool for testing network performance named Iperf [22]. It allowed us to inject UDP packets and measure the throughput and jitter at the receiving end. The Jperf client was set to send UDP packets at a rate of 1000 kbits/s in order to replicate the behaviour of the VLC streaming application. The results obtained from JPerf are shown in Fig. 5.for MIH support using the custom built model ported to EXata and are presented in comparison with the situation in which there was no MIH support. 
	It can be seen that, by using the implemented MIH module, the throughput remains approximately constant during the vertical handover and the jitter drops from the constant value introduced by the WiMAX network to the one introduced by the WiFi network with no large variations.
	We can see that, had it not been for the MIH support, the user would have experienced a connection interruption of about 15 s or so which accounts also for the large value of the jitter computed by Iperf.
	VI. Conclusions and Future Work
	Using a network emulator can introduce new ways to evaluate network performance and test various resource management and handover prediction techniques. The combined simulation-emulation technique introduced by RIWCoS extends the range of the interoperable access technologies that can be tested, and can improve the quality of performance evaluations. The next step is to use the built module to test the developed resource manager in [10] and the developed handover prediction methods. Furthermore, the plan is to provide support for more wireless technologies such as 3GPP’s UMTS/HSPA or LTE. The MIH emulation technique can also be used in conjunction with a Media Independent Information Service like the one developed in [13] so as to provide an entire MIH-enabled network for future research in the absence of MIH-enabled equipment from the market.
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	Flat Routing Protocols for Ad Hoc Mobile Wireless Networks
	Dan N. Galatchi1, Roxana A. Zoican2
	Abstract – Ad hoc networks are characterized by multihop wireless connectivity, frequently changing network topology and the need for efficient dynamic routing protocols plays an important role. In these networks there is no fixed topology due to the mobility of nodes, interference, multipath propagation and path loss. Hence a dynamic routing protocol is needed for these networks to function properly. Many of them have been developed for accomplishing this task.  This paper presents two mobile ad-hoc routing protocols DSDV and AODV where the first one is a proactive protocol depending on routing tables which are maintained at each node. The other one is a reactive protocol, which finds a route to a destination on demand, whenever communication is needed. 
	Keywords – routing protocol, on-demand routing protocols, DSDV (Destination-Sequenced Distance-Vector), AODV (Ad hoc On-demand Distance Vector Routing).
	I. Introduction
	Wireless networks can be classified as two types, wireless fixed networks and wireless ad-hoc networks. Wireless fixed networks operate with the help of different network equipment, such as base stations, while wireless ad-hoc networks offer a unique art of network formation by utilizing radio waves for data transmission without the need of any extra infrastructure. This characteristic allows mobile ad-hoc networks to be deployed any place, at any time. Routing protocols of mobile ad-hoc network tend to need different approaches from existing Internet protocols, since most of the existing Internet protocols were designed to support routing in a network with fixed structure. In the academic and industrial world, there were written some papers proposing various routing solutions for mobile ad-hoc networks. For ad hoc routing protocols, specific requirements are defined. Such protocols must be distributed, because depending on a central host to make the routing decisions introduces a bottle neck or even to a single point of failure considering the limited resources of the mobile nodes. They must be adaptive to the continuously changing topology due to mobility and must compute the routes in a fast, loop free, optimal resource usage and up to date fashion. Additionally, they must keep the process of route maintenance as local as possible.
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	A.  Classification of Routing Protocols
	Different ad hoc routing protocols have already been proposed. From the view point of the previously defined requirements, each protocol has its own advantages and disadvantages; however, these protocols can be classified based on different criteria. Such classification makes them easy to understand and may be the way for designing hybrid solutions to get combined advantages. 
	Classification of routing protocols done in many ways, but most of these are done depending on routing strategy and network structure. According to the routing strategy the routing protocols can be categorized as table-driven and source initiated, while depending on the network structure these are classified as flat routing, hierarchical routing and geographic position assisted routing. Both the table-driven and source initiated protocols come under the flat routing.
	Table-Driven routing protocols (Proactive)
	These protocols are also called as proactive protocols since they maintain the routing information even before it is needed. Each and every node in the network maintains routing information to every other node in the network. Routes information is generally kept in the routing tables and is periodically updated as the network topology changes. Many of these routing protocols come from the link-state routing. There exist some differences between the protocols that come under this category depending on the routing information being updated in each routing table. Furthermore, these routing protocols maintain different number of tables. The proactive protocols are not suitable for larger networks, as they need to maintain node entries for each and every node in the routing table of every node. This causes more overhead in the routing table leading to consumption of more bandwidth. Examples of the protocols of this class are, Destination Sequenced Distance Vector routing protocol (DSDV), Wireless Routing Protocol (WRP), Cluster-Head Gateway Switch Routing protocol and Source Tree Adaptive Routing protocol (STAR).
	On Demand routing protocols (Reactive)
	These protocols are also called reactive protocols since they don’t maintain routing information or routing activity at the network nodes if there is no communication. The nodes do not exchange any routing information. A source node obtains a path to a specific destination only when it needs to send some data to it. If a node wants to send a packet to another node then this protocol searches for the route in an on-demand manner and establishes the connection in order to transmit and receive the packet. The route discovery usually occurs by flooding the route request packets throughout the network. Examples of the protocols of this class are, Dynamic Source Routing protocol (DSR), Ad Hoc On-Demand Distance-Vector Routing protocol (AODV), and Temporally Ordered Routing Protocol (TORA).
	In this paper we approach two categories of routing protocols, table-driven and on-demand routing protocols and analyze two protocols, one from each category: Destination Sequenced Distance Vector (DSDV) and Ad-hoc On-Demand Distance Vector (AODV) respectively. 
	B. Destination-Sequenced Distance-Vector (DSDV)
	The Destination-Sequenced Distance-Vector (DSDV) Routing Algorithm [1] is based on the idea of the classical Bellman-Ford Routing Algorithm with certain improvements. Every mobile station maintains a routing table that lists all available destinations, the number of hops to reach the destination and the sequence number assigned by the destination node. The sequence number is used to distinguish stale routes from new ones and thus avoid the formation of loops. The stations periodically transmit their routing tables to their immediate neighbors. A station also transmits its routing table if a significant change has occurred in its table from the last update sent. So, the update is both time-driven and event-driven. The routing table updates can be sent in two ways:- a "full dump" or an incremental update. A full dump sends the full routing table to the neighbors and could span many packets whereas in an incremental update only those entries from the routing table are sent that has a metric change since the last update and it must fit in a packet. If there is space in the incremental update packet then those entries may be included whose sequence number has changed. When the network is relatively stable, incremental updates are sent to avoid extra traffic and full dump are relatively infrequent. In a fast-changing network, incremental packets can grow big so full dumps will be more frequent. Each route update packet, in addition to the routing table information, also contains a unique sequence number assigned by the transmitter. The route labeled with the highest (i.e. most recent) sequence number is used. If two routes have the same sequence number then the route with the best metric (i.e. shortest route) is used. Based on the past history, the stations estimate the settling time of routes. The stations delay the transmission of a routing update by settling time so as to eliminate those updates that would occur if a better route were found very soon.
	C.  Ad hoc On-demand Distance Vector Routing (AODV)
	Ad hoc On-demand Distance Vector Routing (AODV) [2] is an improvement on the DSDV algorithm. It borrows the basic on-demand mechanism of Route Discovery and Route Maintenance from DSR, plus the use of hop-by-hop routing, sequence numbers, and periodic beacons from DSDV. AODV minimizes the number of broadcasts by creating routes on-demand as opposed to DSDV that maintains the list of all the routes.
	To find a path to the destination, the source broadcasts a route request packet. The neighbors in turn broadcast the packet to their neighbors till it reaches an intermediate node that has recent route information about the destination or till it reaches the destination. A node discards a route request packet that it has already seen. The route request packet uses sequence numbers to ensure that the routes are loop free and to make sure that if the intermediate nodes reply to route requests, they reply with the latest information only.
	When a node forwards a route request packet to its neighbors, it also records in its tables the node from which the first copy of the request came. This information is used to construct the reverse path for the route reply packet. AODV uses only symmetric links because the route reply packet follows the reverse path of route request packet. As the route reply packet traverses back to the source, the nodes along the path enter the forward route into their tables.
	If the source moves then it can reinitiate route discovery to the destination. If one of the intermediate Routing Protocols for Ad Hoc Mobile Wireless Networks nodes move then the moved nodes neighbor realizes the link failure and sends a link failure notification to its upstream neighbors and so on till it reaches the source upon which the source can reinitiate route discovery if needed.
	II. Simulation Model 
	The simulator was implemented within the Global Mobile Simulation (GloMoSim) library. The GloMoSim library is a scalable simulation environment for wireless network systems using the parallel discrete-event simulation capability provided by PARSEC. For DSDV we have made our own implementation using GloMoSim. The Distributed Coordination Function (DCF) of IEEE 802.11[3] for wireless LANs is used as the MAC layer protocol. An unslotted carrier sense multiple access (CSMA) technique with collision avoidance (CSMA/CA) is used to transmit the data packets. The physical radio characteristics of each mobile node’s network interface, such as the antenna gain, transmit power, and receiver sensitivity, were chosen to approximate the Lucent WaveLAN direct sequence spread spectrum radio. WaveLAN is modeled as a shared-media radio with a nominal bit rate of 2 Mb/s and a nominal radio range of 250 m.
	In this paper we are using traffic and mobility model based on Constant Bit Rate (CBR) traffic sources are used. The source-destination pairs are spread randomly over the network. Only 512-byte data packets are used. The number of source-destination pairs and the packet sending rate in each pair is varied to change the offered load in the network.
	The mobility model uses the random way point model [4] in a rectangular field. The field configurations used is: 1500 m x 500 m field with 50 nodes. We chose a rectangular space in order to force the use of longer routes between nodes than would occur in a square space with equal node density. Each node begins the simulation by remaining stationary for pause time seconds. It then selects a random destination in the 1500m x 500 m space and moves to that destination at a randomly chosen speed (uniformly distributed between 0-20 m/s). Upon reaching the destination, the node pauses again for pause time seconds, selects another destination, and proceeds there as previously described, repeating this behavior for the duration of the simulation. Each simulation ran for 600 seconds of simulated time. We ran our simulations with movement patterns generated for 6 different pause times: 0, 30, 60, 120, 300 and 600 seconds. A pause time of 0 seconds corresponds to continuous motion, and a pause time of 600 (the length of the simulation) corresponds to no motion. For all simulations, the communication patterns were peer-to-peer, with each run having 20 sources sending 4 packets per second.
	Performance metrics
	The following two important performance metrics are considered for evaluation of these two routing protocols.
	Packet delivery ratio: The ratio of the data packets delivered to the destinations to those generated by the CBR sources.
	Routing overhead: The total number of routing packets transmitted during the simulation. For packets sent over multiple hops, each transmission of the packet (each hop) counts as one transmission.
	III. Simulation Results
	Fig. 1 shows the packet delivery ratio for the two routing protocols with varied pause time. AODV deliver a greater percentage of the originated data packets, converging to 100% delivery when there is no node motion. For DSDV is found to be very less when compared to AODV. DSDV fails to converge below pause time 300, where it delivers about 92% of its packets. 
	Fig. 1. Packet delivery ratio as a function of pause time
	At higher rates of mobility (lower pause times), DSDV does poorly, dropping to a 70% packet delivery ratio. Nearly all of the dropped packets are lost because a stale routing table entry directed them to be forwarded over a broken link. 
	Fig. 2 shows that the two routing protocols have vastly different amounts of overhead. The basic character of each protocol is demonstrated in the shape of its overhead curve. 
	Fig. 2. Routing overhead as a function of pause time
	AODV is on-demand protocol, and this overhead drops as the mobility rate drops. AODV requiring about 3 times the overhead of DSDV when there is constant node motion (pause time 0). This increase in AODV’s overhead occurs because each of its route discoveries typically propagates to every node in the ad hoc network. As DSDV is a largely periodic routing protocol, its overhead is nearly constant with respect to mobility rate. DSDV has approximately constant overhead, regardless of movement rate. This constant behavior arises because each destination D broadcasts a periodic update with a new sequence number every 15 seconds. With 50 unsynchronized nodes in the simulation, at least one node broadcasts a periodic update during each second. DSDV considers the receipt of a new sequence number for a node to be important enough to distribute immediately, so each node that receives D’s periodic update generates a triggered update. These triggered updates flood the network, as each node receiving one learns a new sequence number and so also generates a triggered update. Each node limits the rate at which it sends triggered updates to one per second, but since there is at least one new sequence number per second, every node transmits triggered updates at the maximum permitted rate. Therefore, although the base periodic action of DSDV is once per 15 seconds, the effective rate of a group of nodes is one update per node per second, yielding an overhead of 45 packets for a 600-second, 50-node simulation.
	IV. Conclusions
	In this paper we have compared the performance of DSDV and AODV routing protocols for ad hoc networks. We simulated each protocol in ad hoc networks of 50 mobile nodes moving about and communicating with each other, and presented the results for a range of node mobility rates and movement speeds. 
	DSDV is a proactive routing protocol, which maintains routes to each and every node in the network, while AODV is a reactive routing protocol which finds the path on demand or whenever the route is required. Due to the periodic updates being broadcasted in DSDV, bandwidth is wasted when the nodes are stationary. But, this is not the case with AODV, as it propagates only hello messages to its neighbors. 
	 DSDV performs quite predictably, delivering virtually all data packets when node mobility rate and movement speed are low, and failing to converge as node mobility increases. The performance of AODV was very good at all mobility rates and movement speeds, although its use of source routing increases the number of routing overhead bytes required by the protocol. The protocol requires the transmission of many routing overhead packets and at high rates of node mobility is actually more expensive than DSDV.
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	Joint Multi-User Synchronization Parameters Estimation on the Uplink of the Mobile WiMAX 
	Nikola Lj. Ivković1, Miljko M. Erić2
	Abstract – MUSIC based, joint estimation of synchronization parameters (Direction of Arrival – DoA, Time Offset – TO and Carrier Frequency Offset - CFO) on uplink of Mobile WiMAX system based on IEEE 802.16e standard is considered. 
	Keywords – OFDM, Mobile WiMAX, MUSIC algorithm, Synchronization, Joint Estimation
	I. Introduction
	Estimation of synchronization parameters of multiuser Orthogonal Frequency Division Multiplex (OFDM) signals, such as on uplink of mobile WiMAX system is a challenging problem. Time and frequency signal offsets on uplink due to users mobility cause inter-user interference or Multiple Access Interference (MAI). In Mobile WiMAX system if one of users is not synchronized on uplink it will introduce interference to others users which is consequence of SOFDM (Scalable Orthogonal Frequency Division Multiplex) technique nature which is implemented in physical layer of Mobile WiMAX system. There are a few papers giving solutions for TO [1], CFO [2], joint TO and CFO [3], joint DoA and CFO estimation [4]. As far as known to the authors, presented treatment of synchronization problem in uplink OFDM access has not previously been reported.
	An algorithm for blind joint estimation of direction of arrival, carrier frequency offset and time offset of multiuser OFDM signal on uplink is presented [5]. Proposed algorithm is based on high resolution MUSIC method and it is a special variant of algorithm for joint estimation of DoA, CFO and TO of multiuser asynchronous DS-CDMA (Direct Sequence – Code Division Multiple Access) signals that authors have previously formulated and presented at IEEE conference [6]. This algorithm can be implemented to any kind of uplink multiuser OFDM signal scenario (sub-band based or interleaved scheme). Proposed algorithm enables joint estimation of synchronization parameters when there is no dynamic sub-carrier allocation and because of that it’s not direct applicable for joint estimation of synchronization parameters in Mobile WiMAX system in which dynamic sub-carrier allocation is applied.
	  Starting from mentioned algorithm, in this paper we present modified semi-blind type of MUSIC algorithm which enables joint estimation of synchronization parameters in Mobile WiMAX.
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	Idea of modification is based on fact that receiver knows structure of received signal or in other words structure of pilot sub-carriers in signals of mobile users. Modification is based on pre-processing of received signals in which is done de-hopping function of sub-carriers groups (tile structures) allocated to same user and using just pilot sub-carriers for joint estimation of synchronization parameters. De-hopping is done after cyclic prefix is removed. This modification is essential in order to implement algorithm proposed in literature [5].  
	Also, pre-processing of received signal enables pure blind joint estimation of synchronization parameters by straight using of MUSIC algorithm proposed in literature [5].   In this way it is possible to increase spectral efficiency of available band for transmission because algorithm doesn’t require use of pilot sub-carriers. Precisely, pilot sub-carriers can be used for transmission of useful information.
	Present paper is divided into six parts.  Physical layer features and principles of Mobile WiMAX technology is presented in part Two. In part three mathematical model of the multiuser SOFDM (Scalable OFDM) signal on antenna array of base station on uplink Mobile WiMAX is formulated. Part four describes MUSIC type of algorithm for joint estimation of synchronization parameters in Mobile WiMAX system. Part five gives description of simulation model and results of simulations. At the end, in part six conclusions and proposals for further research are given. 
	II. Physical Layer of Mobile WIMAX
	The Mobile WiMAX physical layer is based on orthogonal frequency division multiplexing (OFDM). There are two types of sub-carrier permutations for sub-channelization; diversity and contiguous. The diversity permutation draws sub-carriers pseudo-randomly to form a sub-channel. It provides frequency diversity and inter-cell interference averaging. The diversity permutations include DL FUSC (Fully Used Sub-Carrier), DL PUSC (Partially Used Sub-Carrier) and UL PUSC and additional optional permutations [7].
	For UL PUSC is defined tile structure whose format is shown in Figure 1. 
	Fig. 1. Tile structure of UL PUSC
	The available sub-carrier space is split into tiles and six tiles, chosen from across the entire spectrum by means of a re-arranging/permutation scheme, are grouped together to form a slot. The slot comprises 48 data sub-carriers and 24 pilot sub-carriers in 3 OFDM symbols.
	In general diversity sub-carrier permutations perform well in mobile applications while contiguous sub-carrier permutations are well suited for fixed, portable, or low mobility environments.
	III. Mathematical Model
	Received signal r(m) on antenna array of L omnidirectional elements with K users can be analytically expressed in matrix form as [5]:
	,    (1)
	where r(m) and n(m), received signal and noise in one symbol interval, are LQNx1 vectors of the following form (Q is oversamling factor):
	,      (2)
	The matrix  is defined as: 
	(3)
	The columns of matrix A are composite incident signal steering vectors which are function of unknown synchronization parameters : time offset , frequency offset , azimuth  and elevation . Vector pair of composite steering vector of the kth user can be expressed as:
	(4)
	where symbol  denotes Kronecker product and vector pair  are signal vectors contained in 2N dimensional subspace where N presents number of used sub-carriers when cyclic prefix is removed.  
	IV. MUSIC Type Algorithm for Joint Estimation
	According to [5] deterministic unknown synchronization parameters of the OFDM users for k=1 ,.., K can be jointly estimated by following MUSIC type algorithm where  is noise matrix:
	(5)
	V. Results of Simulations
	Mobile WiMAX uplink is simulated in scenario with two SOFDM signals in in the channel with AGWN noise. The antenna array of base station on the uplink is circular with eight omnidirectional antenna elements. Total number of sub-carriers is 128. Number of active sub-carriers (pilot and data) is 96 which is enough for 4 sub-channels consist of 6 tiles. Number of null (virtual) sub-carriers is 32: 16 left, 15 right and 1 DC sub-carrier. Sub-carrier frequency spacing is 10.94 kHz. System channel bandwidth is 1.25 MHz allocated at 3.5 GHz frequency band. Number of OFDM symbols is 300, and useful symbol time is 91.4 microseconds. Guard time is 11.4 and OFDMA symbol duration is 102.825 microseconds.
	It is assumed that each user gets one sub-channel. In other words one slot that is 48 data sub-carriers and 24 pilot sub-carriers in time frame of 3 OFDM symbols. The modulation of sub-carriers is QPSK for both users. Signal to noise ratio for first signal is 20 dB and for second signal is 30 dB. The normalized time delays  for the first and second user are 13/128 and 0. Frequency-shifts for the first and second user are 100 and 200 Hz, while direction of arrival are  and . Note that second OFDM user is synchronized to time reference. Also is important to mention that in receiver oversampling with Q=2 is applied. Because of that algorithm can be applied in case when number of OFDM users is bigger than number of antenna elements in antenna array.
	In case when all OFDM users have different time and frequency offsets algorithm consists of three steps. First is done joint estimation of direction of arrival and frequency offset with assumption that time offset is zero. After that is done joint estimation of time and frequency offset for the selected OFDM signal (selected DoA). At the end is done  joint estimation of frequency offset for previously estimated time offset and DoA.
	In order to highlight de-hopping feature at the first is simulated scenario in which is possible that base station allocates same sub-carriers in the same time instance to different users on tile structure instance. Also, in this scenario it’s assumed that there is no need to do pre-processing of multiuser received signal in terms of de-hopping of tile structures. Number of collisions, overlaps of tile structures, is 63 in this simulation. In the first step, joint DoA and CFO estimation is performed with the assumption that time offset is zero. In figures 2 and 3 is shown spectrograms of OFDMA signals. From spectrograms you can notice which part of available frequency band is used by mobile users in particular quantum of time (duration of group of three consecutive OFDMA symbols).
	Fig. 2. Spectrogram of first user
	Fig. 3. Spectrogram of second user
	The results of joint DoA and CFO estimation are presented in figure 4 for the scenario when de-hopping function is not implemented in receiver of base station on tile structure instance. It can be notice that DoA and CFO for both OFDM users cannot be exactly estimated. So in this case algorithm is not applicable.
	Fig. 4. The results of joint estimation of DoA and sub-carrier frequencies
	The results of joint DoA and CFO estimation are presented in figure 5 for scenario when de-hopping function is implemented in receiver of base station on tile structure instance. It can be noticed that the DOAs of both OFDM users are clearly resolved, but for the OFDM signals with time offsets CFOs cannot be exactly estimated (the subcarriers cannot be clearly resolved). Thus, in order to implement analyzed algorithm it is necessary to perform pre-processing in receiver of base station of Mobile WiMAX system in terms of de-hopping of allocated tiles based on known pseudo-random sequence according to which is done hopping on transceiver side. The results of joint CFO and TO estimation for previously estimated DoA of the first and the second user are shown in figures 6 and 7. It can be notice that now time offsets are correctly estimated but sub-carrier frequencies for the first user still cannot be exactly estimated and resolved. The result of joint CFO and DoA for previously estimated time offset of the first user is shown in figure 8. It can be notice that frequencies of sub-carriers of the first user are clearly resolved. 
	Fig. 5. The results of joint estimation of DoA and sub-carrier frequencies
	Fig. 6. Result of joint estimation of time offset and sub-carrier frequencies for previously estimated DoA of the first user
	Fig. 7. Result of joint estimation of time offset and sub-carrier frequencies for previously estimated DoA of the second user
	At the end is done pure blind joint estimation of synchronization parameters by straight use of MUSIC algorithm proposed in literature in case when pre-processing of received signal is done in terms of de-hopping of allocated tiles. Results of this simulation scenario are shown in Figures 9, 10, 11 and 12. It can be notice that in this scenario algorithm is applicable. 
	Fig. 8. The results of joint estimation of DoA and sub-carrier frequencies for previously estimated time offset of the first user
	Fig. 9. The results of joint estimation of DoA and sub-carrier frequencies
	Fig. 10. Result of joint estimation of time offset and sub-carrier frequencies for previously estimated DoA of the first user
	Fig. 11. Result of joint estimation of time offset and sub-carrier frequencies for previously estimated DoA of the second user
	Fig. 12. The results of joint estimation of DoA and sub-carrier frequencies for previously estimated time offset of the first user
	VI. Conclusion
	Presented results showed that MUSIC type algorithm proposed in literature [5] with described pre-processing enables joint estimation of DoA, TO and CFO multi-user signals on the uplink of the mobile WiMAX system. Pre-processing is based on fact that receiver knows the structure of received signal, that is structure of pilot sub-carriers in mobile user signals. In pre-processing phase a de-hopping of tile structures allocated to the same user is performed parameters. Algorithm proposed in [5] is not directly applicable when de-hopping function is not implemented. Also, pre-processing of received signal enables pure blind estimation of synchronization parameters by straight use of MUSIC algorithm proposed in literature without pilot sub-carriers extraction from mobile user signals. Presented algorithm can be use as advanced optional feature in further development and improvement of Mobile WiMAX system.
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	Joint Direction of Departure, Time Delay, and Frequency Shift Estimation of Multi-user MC CDMA Signals in Multipath Scenario
	Milena M. Stojnić1, Miljko M. Erić2
	Abstract – MUSIC type algorithm for joint estimation of parameters in asynchronous MC CDMA systems with antenna array at the transmit and single antenna at the receive side is presented in this paper. The proposed algorithm enables joint of direction of departure (DoD), time delay, and frequency shift estimation of multi-user MC CDMA signals. The algorithm is suitable for use in fading channels and can be used for multipath channel identification. Developed algorithm is near-far resistant, requires no preamble, and can be also applied when user sequences at the transmit or the receive side are not perfectly orthogonal.  
	Keywords – Space-time signal processing, MC CDMA system, MUSIC algorithm,  fading channel, antenna array
	I. Introduction
	Application of antenna arrays in mobile communication systems has been of great scientific importance recently. It was shown that their application enables decreasing multi-user interference and improvement in system performances, such as increasing of channel capacity and spectral efficiency, as well as reducing the fading effect in multipath propagation channels, [1]. On the other hand, there are some limitations in sense of practical application of antenna arrays. First of all, application of antenna array is better suited to the base station, while its application at the mobile side is limited and it is also not practical. 
	By the end of the 1990s many papers related to the problem of transmit antenna diversity, [2], were published. In many papers related to that, it was noticed that the parameters of antenna array geometry (transmit antenna array steering vector) were not included in mathematical model of the transmitted signal. Authors of the paper [3] noticed that the transmit antenna array geometry problem is almost the same as receive antenna array geometry problem. They used previous fact in order to improve detection performances of multi-user DS CDMA signals in DS CDMA systems with multiple antennas at the base-station and single antenna at the mobile user. Starting from the previous published subspace based algorithms for joint parameter estimation of  asynchronous DS CDMA signals, [3-6], we propose a MUSIC
	1Milena M. Stojnic is with the School of Electrical Engineering, University of Belgrade, Bulevar Kralja Aleksandra 73, 11120 Belgrade, Serbia, E-mail: milena.stojnic@gmail.com
	2Miljko M. Erić is with the School of Electrical Engineering, University of Belgrade, Bulevar Kralja Aleksandra 73, 11120 Belgrade, Serbia, E-mail: meric@open.telekom.rs                                            
	type algorithm for joint direction of departure (DoD), time delay, and frequency shift estimation of multi-user MC CDMA signals in the downlink of MC CDMA system with antenna array at the transmit and single antenna at the receive side. It is clear that if we have estimation of DoD, the estimation of the direction of arrival (DoA) can be directly calculated.
	II. System Model
	A block diagram of the multi-user MC CDMA system model supposed in this work is presented in Fig. 1. We assume multi-user MC CDMA system with K users and non uniform antenna array composed of  antennas located at points  in real three space. Signal of the k-th user is given as in [3], 
	Fig. 1. MC CDMA system model
	,    (1)
	where k stands for the k-th user and l for the l-th antenna in antenna array.  is summary transmitted k-th user power which is defined as , where stands for emitted k-th user power from the l-th antenna. Furthermore,  is transmitted carrier frequency and  defines carrier phase of the transmitter up converter which has to be the same on each of L antennas, but it can be different from user to user. With  is denoted MC CDMA baseband signal of the k-th user on the l-th antenna based on the data stream stands for the k-th user alphabet, i.e., [7]; denotes complex valued k-th user code sequence  on l-th antenna where . Furthermore,  stands for the h-th subcarrier of the k-th OFDM signal, where . With T and  are denoted bit and chip duration, respectively;  is k-th user time delay related to the time reference on the transmitter, which is a consequence of asynchronous nature of system.  denotes time delay of the signal on the l-th antenna relative to the reference point, transmitted to direction , where denotes azimuth and denotes elevation defined in transmit antenna array coordinate system. denotes the unit vector in direction while c stands for propagation velocity. is the l-th antenna gain in direction , while   stands for the l-th transmit antenna array steering vector element.
	A. Channel model
	We assume small transmit antenna array antenna aperture and no obstacles near the transmit antenna array. Consequently, we suppose the same channel model for all transmit-receive antenna pairs. We also assume the time varyng channel with discrete multipath and then the channel impulse response can be modeled as in [3], , where denotes time varying number of discrete paths and  stands for p-th path random attenuation due to propagation channel nature, while  stands for the random carrier phase of the p-th path which is uniformly distributed in . With  is given Doppler frequency shift of the p-th path due to the channel characteristics, while  denotes Dirac function. is p-th path time delay caused by multipath structure of the channel. Multi-user signal at the point of k-th user receive antenna can be represent by ,                                                 where symbol * denotes convolution. Furthermore, we obtain 
	        (2)
	where stands for the receiver antenna gain and denotes azimuth and elevation of arrival to the receiver antenna of the p-th path. With  is given p-th path Doppler frequency shift caused by mobile user motion and with  is denoted additive white Gaussian noise with two-sided power spactral density.
	   In order to simplify our system model we adopt assumptions from the [3] and for the relation Eq. (2) we obtain
	,      (3)                                
	where relation  denotes the summary time delay of the p-th path of the k-th user related to the transmitter time reference and  is a complex value that can be taken as a constant during the m-th symbol interval due to slow varying fading process in comparison to the time duration of each data symbol. 
	III. Problem Formulation
	Discretized received signal can be obtain similarly as in [3],
	, where  denotes integration subinterval and Q denotes oversampling factor. With   is given the summary frequency shift due to the mismatch of the transmitter/receiver oscilators, Doppler frequency shift due to mobile user motion, and Dopller frequency shift due to channel characteristics.    stands for the p-th path of the k-th user time delay related to the receiver time reference, while  stands for complex Gaussian zero-mean noise sequence with the variance , where  denotes energy per bit rate for the first user. Now, we formulate sequence of receive signal vectors as in work [3] and obtain , where m denotes m-th symbol interval. Furthermore, we can also formulate noise sequence vector as . Since the MC CDMA system is asynchronous, vector will contain the end of the previous and the beginning of the current symbol for each user. Let denotes contribution of the p-th path of the k-th user to vector . That contribution can be modeled as in [3] by next relation 
	where  is the signal vector pair, which can be defined similarly as in [4].  Scalar values  are complex constants which depend on the power, phase, and transmitted symbols in m-th and (m-1)-th k-th user bit interval. Now, Vector  can be expressed as
	     .     (5)
	The columns of the matrix are pairs of signal vectors of the general form   , where . The elements of the vector are  pairs of the complex values .
	IV.  Music Type Algorithm for Joint DOD, Time-delay, and Frequency Shift- estimation
	The joint parameter estimation problem can be defined similarly as in [3]. We can estimate deterministic unknown set of parameters  for  and if it is given M signal vectors . We assume that previous set of parameters is constant during the M bit intervals and . Furthermore, we assume that receiver knows transmitter code sequences, set of OFDM carriers, and transmitter antenna array manifold. Now, MUSIC type algorithm for joint parameter estimation in MC CDMA systems is given as in [3] by 
	,(6)
	where 
	       ,  (7)            
	and denotes the noise subspace of the covariance matrix . 
	V. Simulation Results
	Several simulation results for the MC CDMA system with different number of users and different number of discrete fading channel paths will be presented in this section. First, we observe system with K=3 and K=4 users, , and non-uniform volume antenna array with  L=10 and L=16 randomly distributed antennas in real three space. Mobile user speed is v=100km/h. Modified Jakes model, [8], is used to simulate Rayleigh fading channel. Carrier frequency is  and maximal Doppler frequency shift is given by . The modulation scheme used in simulations is BPSK. User code sequences are binary random sequences generated using MATLAB rand function with N=32. We realized OFDM signal in MC CDMA signal with N subcarriers for the k-th user signal. The number of symbols in simulation is M=200 and the oversampling factor is Q=1. Signal to noise ratio for the first user in both systems is , while the near-far ratios are for k=1, for k=2, and for k=3 in system with K=3 and  for k=1, for k=2,  for k=3, and for k=4 in system with K=4. Normalized time delays for the first example are , , and , while normalized frequency shifts are , , and . For system with K=4 users normalized time delays are , , , and  and normalized frequency shifts are , , , and . Azimuth and elevations of signal departure from the base station are the same for both systems  and . It is assumed that the direct path is received so the azimuths and elevations of arrival are  and . Simulation results of joint time delay and azimuth of departure for both systems and every user are presented in Fig. 2 (a), (b), and (c) and in Fig. 3 (a), (b), (c), and (d), respectively. From Figs. 2 and 3 it can be seen 
	(a)                                               (b)
	(c)
	Fig. 2. Joint time-delay and azimuth estimation for the (a) first, (b) second, and (c) third user
	that proposed algorithm provide correct parameter estimation for each user signal practically without signal interference and it can be noticed that proposed algorithm is near-far resistant.
	     (a)                                                     (b)
	                             (c)                                                     (d)
	Fig. 3. Joint time-delay and azimuth estimation for the (a) first, (b) second, (c) third user, and (d) forth user
	Now, we will give simulation results for MC CDMA system with one user and four discrete paths Rayleigh fading channel. We used two different sets of parameters. Non-uniform volume antenna array with L=10 antennas is assumed. Normalized time delays for the first example are , , , and  , while , , , and  for the second example. Azimuths and elevations are , , ,, and  and , , , , and  for the first and the second example, respectively. Normalized frequency shifts are the same for both simulations . Near-far ratios are , , and  in the first simulation while , , , and  for the second simulation. All other parameters are the same as in simulations for the multiuser systems. Obtained results are presented in Fig. 4 (a) and (b) for the first and for the second parameters example, respectively. It can be seen that proposed MUSIC type algorithm enables correct parameter estimation 
	(a)
	(b)
	Fig. 4. Joint time-delay and azimuth estimation in multipath fading channel (a) the first case and (b) the second case
	of all four paths in both cases. It is evident that algorithm can be used as a method for multipath channel identification.
	VI. Conclusion
	In this paper, we have analyzed joint parameter estimation problem in asynchronous MC CDMA systems with antenna array at the transmit and single antenna at the receive side. We have studied MUSIC type algorithm that can be applied for DoD, time delay, and frequency shift estimation and evaluated its performances. 
	The presented simulation results show that proposed MUSIC type algorithm is near-far resistant and can be applied when code sequences are not perfectly orthogonal. The given algorithm can be used for parameter estimation in both single-user and multi-user system. It is proven that there are no constraints on the code sequence use and antenna array geometry. 
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	High-SNR Performance of Amplify-and-Forward Communication Systems with Fixed-gain Relays
	Katerina Smiljkovik1, Zoran Hadzi-Velkov2
	Abstract – Novel and simple asymptotic expressions are derived for the outage and the error probabilities of dual-hop AF systems with fixed-gain relay in Rayleigh fading channels. They reveal the diversity order of these systems, which has not been known previously.
	Keywords – Outage probability, error probability, Rayleigh fading, diversity order
	I. Introduction
	The concept of cooperative communications is seen as one of the building blocks for the next generation wireless communication systems, such as LTE Anvanced[1]-[2]. The cooperation is realized by relaying the information between neighboring nodes (the source and destination) through a partner node  that is willing to share its limited resources to facilitate the source-destination communication. It is proven that such cooperation significantly increases the overall system capacity and/or system reliability due to the cooperative diversity being introduced into the system [1]-[2]. The simplest relaying technique is the amplify-and-forward (AF) method, where the relay amplifies the broadcasted signal from the source and retransmits it to the destination, without decoding or detecting the relayed information. This method has somewhat poorer performance then the decode-and-forward (DF) technique, but careful selection of the relay amplification factor can alleviate this performance gap to a certain extent [3]. The AF relaying can utilize either variable-gain relays [4]-[6] or fixed-gain relays [3], [7]-[11]. The variable-gain relaying requires the relay’s knowledge of the channel state information on the source-relay link, while the fixed-gain relaying does not require such information. In this paper, we focus on the AF systems with fixed-gain relays because of their simplicity and a close performance to those of the variable-gain relay systems given the fixed gain relaying factor is properly chosen [3]. 
	In recent years, many variants of fixed-gain AF wireless systems have been studied, ranging from dual-hop [3] to multi-hop [6]-[7] systems, systems with single-relay [3], [9]-[11], or multiple relay [8] at any given hop, for various fading channels, such as, Rayleigh [3], [7] or Nakagami-m channels [9]-[11].
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	Part of these works present exact performance studies of these systems in terms of relatively complex analytical expressions for the outage probabilities (OP) and error probabilities (EP) [3], [6], [8]-[9]. Other important group of works study these systems for high signal-to-noise ratios (SNR), which is particularly important since they present relatively simple yet accurate approximate expressions for moderate and high average SNRs [9]-[11]. These high SNR approximations are significant since they explain how the system depends on the crucial system parameters (such as mean per-hop SNR, number of relays and/or the channel's fading parameters), which is very important for the system design [12]. 
	In this paper, we present novel and simple high SNR approximation for the OP and the EP of dual-hop AF systems with fixed-gain relaying that operate over Rayleigh fading channels. These expressions feel the gap in the literature relating to the absence of analytical solution for the diversity order of these systems, although the Monte Carlo simulations have shown that the diversity order is less then 1 [11].
	II. System Model
	We consider a dual-hop wireless communication system where two terminals are communicating using an AF relay which is amplifying and forwarding the signal. The system model is shown in fig. 1.
	Fig. 1. Wireless communication system where terminal B is relaying the signal
	We assume that the source node A transmits its signal  with an average power  over the A-B hop, which is exposed to flat Rayleigh fading. The fading is assumed to be slow, so the random fading amplitudes remain static for the duration of each information block . The signal received at terminal B is
	                       (1)
	where  is the Rayleigh adding amplitude of the A-B hop, with an average squared value equal to , , and  is the additive white Gaussian noise at the input of terminal B, with mean power . The signal is then amplified with fixed gain and forwarded to node C. The signal received at terminal C is
	                  (2)
	where  is the Rayleigh fading amplitude of the B-C hop, with an average squared value equal to , ,  and  is the AWGN at the input of C with mean power . We assume that the fixed gain amplification factor of the relay B is equal to G. The instantaneous SNR at the input of C is given by [3, Eq. (3)] 
	                       (3)
	,which can be rewritten as 
	                               (4)
	where  is denoted as the transmit SNR and  and  are random variables, defined as
	                           (5)
	In the following we focus on deriving the asymptotic expressions for outage probability and error probability. Without loss in generality, we assume that . 
	The outage probability is defined as the probability that the instantaneous overall SNR is less than some predefined threshold, . The particular value of  depends on the given communication system. If we analyse the way in which the outage probability is defined, we can see that the outage probability as a function of SNR threshold is a cumulative density function(CDF). So the SNR CDF function is
	              (6)
	For AF system where the gain is fixed, the exact expression for arbitrary SNR is given by [3, Eq. (9)] 
	 (7)
	where  is the first-order modified Bessel function of the second kind.
	From (5) we notice that the expression for outage probability is quite complex, so we can not easily define the behavior of the system: we can not decide whether the outage probability is increasing or decreasing if we change some of the input parameters. For example, from (5), we cannot have clear idea on how sensitive is OP from the changes of the outage threshold and/or the average channel gains; For this, we need to draw curves for various input parameters. So it is important to have simple expressions from which is easy to define the performances of the system. However, we expect that increasing the average SNR per hop and decreasing the outage threshold indicates decreasing of the outage probability. Next we will show a simple relationship between the above mentioned parameters and the outage probability when the SNR is high.
	In deriving the asymptotic expression for the outage probability we deal with the first-order modified Bessel function of second kind, . This function can be defined either with integral or with infinite sums. We use the following definition with infinite sums of the function  [13, Eq.(8.446)], as
	                                   (8)

	where, =0,5772..., is Euler’s constant. 
	Using equation (7) we get to complex equation for OP which can be easily simplified if we consider high SNR. We consider only the first terms of the sum that appears in (6), i.e., we keep only the term for . Other terms can be neglected because they are almost negligible at high SNR. We also use McLauren series expansion for exponential function. Therefore, at high SNR the outage probability can accurately be approximated as
	              (9)
	The main influence on the outage probability has the first element. The other two elements have smaller influence but however they can not be neglected because they still contribute to the outage probability at some high values of SNR.
	It is important to notice that the system behaviour can be determined from this equation. As we expected, if we decrease  , the outage probability also decreases and if we increase the average SNR, the outage probability decreases.
	This results are validated with Monte Carlo simulation in Matlab. Fig.2 shows an excellent match of the exact and approximated OP for high SNRs for three different values of the threshold parameters . 
	Fig. 2. Outage probability ((6) and (8)) for three different values of and 
	III. Error Probability
	Error probability of an uncoded communication system depends on the modulation/demodulation schemes. The error probability of a binary linear modulation and coherent demodulation is expressed as , where  and  depends on the modulation/demodulation scheme. 
	In presence of slow channel fading, the received SNR  is a slowly varying random variable, in which case the system performance is expressed as the average error probability (AEP). Therefore, for linear modulation and coherent demodulation, the AEP is expressed as
	                           (11)
	where averaging is done with integrating the Q function with respect to the known distribution of the instantaneous receive SNR . The above expression can be rewritten in another form by changing the orders of integration: first, we integrate with respect to instantaneous SNR distribution, and then we integrate with respect to the normal distribution (necessary to obtain the conditional error probability in terms of the Q function). Therefore, we have[14, Eq. (8)]
	                       (12)
	In order to realize the tightness of our AEP approximation, firstly we derive the exact AEP using the exact CDF of , given by (7).
	Using equations (5) and (9) and integrals from [13, Eqs. (3.461.2) and (6.614.5)], we can derive the exact relation for average error probability, which is
	  (13)
	Using a similar procedure, the AEP approximation is derived as 
	                  (14)

	Fig. 2 shows the tightness of our approximation for three different values of the gain, :
	Fig. 3. Average error probability - (13) and (14) for 
	IV. Conclusion
	In this letter, we showed how the performance of AF system with fixed gain can be analysed using simple equations which are both, easy to derive and easy to use. They show clearly the system behavior at high SNR and the relationships between the parameters included. Numerical results which are included in this letter validate the analytical results.
	To the best of authors’ knowledge, the OP and AEP approximations are new results. They are not a straightforward expressions, because we do not use the typical small-argument approximation for the function , but we also use the first term of the infinite sum in the definition of . Our approximation is exact for arbitrary selection of ,  and . It shows that OP decays as  , which was not previously shown analytically.
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	Orbcomm Space Segment for Mobile Satellite System (MSS)
	Stojce Dimov Ilcev
	Abstract - In this paper is introduced the Orbcomm space segment as a wide area packet switched and global two-way data transfer network providing satellite communication, tracking, monitoring and logistics services between mobile, remote, semi fixed or fixed Subscriber Communication Units (SCU) in Mobile Satellite Service (MSS) and Gateway Earth Stations (GES) or Gateway Control Centres (GCC) accomplished via LEO satellites and Network Control Centres (NCC). Orbcomm Global, L.P., from Dulles, Virginia, USA equally owned by Teleglobe and the Orbital Sciences Corporation, provides global services via the world’s first LEO satellite data and messaging communications system. The US Federal Communications Commission (FCC) granted Orbcomm system a commercial license in October 1994 and the Commercial service began in 1998. Orbital Sciences was the prime contractor for the design project of Orbcomm satellites. The Company owns and operates a network consisting in 36 Little LEO satellites and several GES deployed around the world, connecting small, low-power and commercially proven SCU terminals to private and public networks, including the Internet. Orbcomm delivers information to and from virtually anywhere in the world on a nearly real-time basis to the Terrestrial Telecommunication Network (TTN). The Orbcomm space segment has subscriber transmitters (Tx) that provide a continuous 4.8 Kb/s to 9.6 Kb/s stream of downlink packet data to the receivers (Rx), and vice versa.
	Keywords - MSS, SCU, GES, GCC, Little LEO, Orbcomm, Space Segment, Ground Segment
	I. Introduction

	Orbcomm communication network consists in 36 operational satellites in little LEO orbit at about 825 km above the Earth’s surface. Vital messages generated by a variety of space applications are collected and transmitted by an appropriate mobile or fixed SCU to the Orbcomm satellite. The satellite receives and relays these messages down to one of several GES. The GES then relays the message via certain satellite link or dedicated terrestrial line to the NCC. The NCC routes the message to the final addressee via Internet via E-mail to a personal computer, through terrestrial networks to a mobile subscriber unit or pager and to dedicated telephone or facsimile, see Figure 1. Messages originating outside the USA are routed through international GCC in the same way to its final destination. In reverse mode, messages and data sent to a remote SCU can be initiated from any PC onboard using common E-mail, Internet and X.400. The GCC or NCC then transmits the information via Orbcomm ground network [01].
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	Orbcomm serves customers with fixed and mobile units through distributors and so-called Value Added Resellers (VAR), which provides whole product solutions and customer support to the end-users. Thus, customers from around the world currently rely on Orbcomm for a wide range of mobile and fixed site data applications including:
	1) Monitoring and controlling assets at remote or rural sites for oil and gas platforms, extraction and pipeline operations, meteorological centres, water stations, construction and agriculture, satellite SCADA (M2M) control, storage, custody transfer and electric power generation and distribution; 
	2) Messaging for truck and bus fleets anywhere, owner operators and remote workers;    
	3) Tracking and managing construction devices, locomotives, rail cars, trucks, trailers, containers, vessels, aircraft and locating and recovering stolen vehicles and cargo and 
	4) Weather data reports for general aviation and especially for small aircraft.
	II. Space Segment

	Orbcomm communication network consists in 36 operational satellites in LEO orbit at about 825 km above the Earth’s surface, as shown in Figure 2A, and seven orbital planes:
	1) Planes A, B and C are inclined at 45° to the equator and each contains 8 birds in a circular orbit at 815 km.
	2) Plane D is also at 45° containing 7 satellites in a circular orbit at an altitude of 815 km.
	3) Plane F is inclined at 70° and contains 2 birds in a near-PEO at an altitude of 740 km.
	4) Plane G is inclined at 108° and contains two satellites in a near-polar elliptical orbit at an altitude varying between 785 km and 875 km. Plane E is in circular equatorial orbit.
	The main function of Orbcomm satellites is to complete the link between the SCU and the switching capability at the NCC in the USA, or a licensee’s GCC in other countries. The satellites are “orbiting packet routers” ideally suited to “grab” small data packets from mobile sensors in vehicles, containers, vessels or remote fixed sites and relay them through a tracking Earth station and then to a GCC. 
	The Orbcomm satellites constantly move, so large obstructions do not prohibit communications and coverage is available in remote rural areas. In comparison, cellular coverage depends on tower location, usually centered on major highways and cities and cannot reach remote areas. Large data files (such as graphics) or emergency response latencies are, however, not appropriate applications for Orbcomm. As the satellites move with the Earth, so does the
	Courtesy of Manual: “Orbcomm System Overview” by Orbcomm [02]
	Fig. 1. Orbcomm System Overview
	Courtesy of WebPages: “Orbcomm Satellite” by Orbcomm [02]
	Fig. 2. Orbcomm Satellite Constellation and Parts of Deployed Satellite
	TABLE I
	Orbital parameters of Orbcomm Spacecraft [01, 03]
	Background 
	Owner/Operator: Orbcomm Global LP, USA
	Present status: Operational
	Altitude: 775/739 km
	Type of orbit: LEO 
	Inclination angle: 45o/70o Number of orbital planes: 4/2
	Number of satellites/planes: 8/2
	Number of satellites: 32/4 Little LEO 
	Coverage: Worldwide
	Additional information: system offers data and asset tracking messaging with 14 GES all over the world
	Spacecraft 
	Name of satellite: Orbcomm
	Launch date: Started in November 1998
	Launch vehicle: Pegasus XL & Taurus
	Typical users: Global Mobile Messaging Service
	Cost/Lease information: About 900 mil. US$
	Prime contractors: Orbital Science Corporation
	Type of satellite: Microstar (Little LEO Project)
	Stabilization: Magnetic with gravity gradient assist
	Design lifetime: 4 years
	Mass in orbit: 1,385 kg
	Dimensions stowed: 1.83 x 12.50 m circular Electric power: 135 W (EOL) 
	SSPA power: 10 W
	Communications Payload

	Frequency bands:
	Service/Feeder uplink 148.0-150.05
	Service/Feeder downlink 137.0-138.0 MHz
	Multiple access: FDMA/TDMA
	Number of transponders: 6 Uplink Rx; 2 Downlink Tx; Ka-band operation
	Channel capacity: 15 Gb/s total data rate 
	Channel polarization: Circular
	EIRP: Varies over coverage area
	G/T: Varies over coverage area
	Saturation flux density: High
	approximately 5.100 km diameter geometric footprint of each satellite. This system provides redundancy at the system level, due to the number of satellites in the constellation. Otherwise, in the event of a lost satellite, Orbcomm will optimize the remaining constellation to minimize the time gaps in satellite coverage.
	Consequently, the Orbcomm constellation is tolerant of degradations in the performance of individual satellites [01, 02].
	To date, 36 Orbcomm satellites have been launched, using Pegasus XL and Taurus launch vehicles. Each of the satellites is based on the Orbital Microstar satellite bus. Undeployed, the Orbcomm satellite resembles a circular disk and the spacecraft weighs circa 43 kg, measuring approximately 1 m in diameter and 16 cm in depth. Circular panels hinge from each side after launch to expose solar cells. These panels articulate on the 1-axis to track the Sun and provide 160 W. The satellite’s electrical power system is designed to deliver circa 100 W on an orbit-average basis, near its expected EOL in a worst-case orbit. The satellite solar panels and antennas fold up into the disk (also called the “payload shelf”) with the remainder of the payload during launch and deployment. Once fully deployed, the spacecraft length measures about 3.6 m from end to end with 2.3 m span across the solar panels disks. Long boom is a 2.6 m VHF/UHF gateway antenna. Figure 2B shows the main parts of a fully deployed satellite. Each spacecraft carries 17 data processors and seven antennas, designed to handle 50,000 messages per hour. The Orbcomm satellite transponder receives by 2400 b/s at 148 to 149,9 MHz and transmits by 4800 b/s at 137 to 138 MHz and 400.05 to 400.15 MHz. The system uses X.400 (CCITT 1988) addressing and message size is typically 6 to 250 bytes (no maximum). The most important orbital parameters of the Orbcomm constellation are shown in Table I. The communication subsystem is the principal payload flown on the satellite, consisting in five major parts: 
	a). Subscriber Communications Section as the main payload part consists in one subscriber Tx, seven identical receivers and the associated receives and transmits filters and antennas. Six of the receivers are used as subscriber receivers and the seventh is used as the DCAAS Rx. 
	The subscriber Tx is designed to transmit an output power of up to circa 40 W, although the output is less during normal operations. So, the power of each Tx can vary over a 5 dB range, in 1 dB steps, to compensate for aging and other lifetime degradations. The SDPSK modulation is used on the subscriber downlink at a data rate of 4800 b/s. (It is capable of transfer at 9600 b/s.). The uplink modulation is SDPSK; with a data rate of 2400 b/s. Raised cosine filtering is used to limit spectral occupancy  [01].
	b). The Orbcomm Gateway Communication Section contains both the Gateway satellite Tx and Rx. Separate RHCP antennas are used for transmits and receives functions. In fact, the Orbcomm Gateway Tx is designed to transmit 5 W of RF power. The 57.6 Kb/s downlink to the GES is transmitted using an OQPSK modulation in a TDMA format. The Gateway Rx is designed to demodulate a 57.6 Kb/s TDMA signal with an OQPSK modulation. The received packets are routed to the onboard satellite network computer.
	c). The Satellite Network PC receives unlinked data packets from the subscriber and the Gateway receivers and distributes them to the appropriate Tx. The computer also identifies clear uplink channels via the DCAAS Rx and algorithm and interfaces with the GPS receiver to extract information pertinent to the communications system. Several microprocessors in a distributed computer system aboard the satellite perform the satellite network computer functions.
	d). The UHF TX is a specially constructed 1 W Tx to emit a highly stable signal at 400.1 MHz. The Tx is coupled to a UHF antenna designed to have a peak gain of circa 2 dB.
	e). The Satellite Subscriber Antenna Subsystem consists in a deployable boom containing three separate circularly polarized quadrifilar antenna elements. 
	The Attitude Control System (ACS) is designed to maintain both nadir and solar pointing. The satellite must maintain nadir pointing to keep the antenna subsystem oriented toward the Earth. Solar pointing maximizes the amount of power collected by the solar cells. The ACS subsystem employs a three-axis magnetic control system that operates with a combination of sensors [01, 04]. 
	The satellite also obtains knowledge of its position through its on-board GPS receiver. Satellite planes A/B/C are designed such that the satellites maintain a separation of 45° (± 5°) from other satellites in the same orbital plane. Planes D/E are designed for a 51.4° spacing.  The supplementary, highly inclined satellite planes  (F/G) are designed such that the satellites are spaced 180° apart (± 5°). The springs used to release the satellites from the launch vehicle give them their initial separation velocity. A pressurized gas system will be used to perform braking maneuvers when the required relative in-orbit satellite spacing is achieved [02]. 
	III. Ground Segment

	The Orbcomm ground segment, which has most of the intelligence of the Orbcomm entire system, comprises Gateway Earth Stations (GES), Ground Control Centres (GCC) and both mobile and fixed SCU user terminals worldwide. Gateways, which include the GES, GCC and the NCC, are located at Orbcomm headquarters in Dulles. Within the USA, there are four GES located in Washington, Arizona, New York and Georgia. The several GES are located worldwide controlled by the US GCC managing the overall system. Orbcomm Gateways are connected to dial-up circuits, private dedicated lines, or the Internet. In fact, the SCU hand-held devices for personal messaging are fixed and mobile units for remote monitoring and tracking applications [01]. 
	IV. Conclusion

	The Orbcomm system allows mobile and fixed users to communicate, track, monitor, control and manage mobile and remote assets for purpose of SATFM, SCADA or M2M, command and logistics applications at sea, on the ground and in the air. These small devices are a very new satellite communications tools available for all professionals in transportation, business people, oil and gas, agriculture and remote environment to everyone who likes to have satellite messaging, tracking and logistics using Little LEO Orbcomm satellite systems everywhere. 
	Otherwise, the different nomenclature of LEO satellites is usually known as Non-GEO (Geostationary Earth Orbits) satellites. Compared to the Big LEO systems, the smaller size of the Little LEO system enables simple data processing of non-voice store-and-forward features. The Orbcomm Little LEO system provides low speed data transfer to MSS and fixed machines almost globally. Unfortunately, Orbcomm network is not covering African Continent only, so they have project to establish few GES within Africa including one in South Africa, and in the future to offer real global service. In such a way, South Africa will have good opportunity to use Orbcomm satellite network for purpose of SAT, SATFM, SCADA or M2M, especially for road and railways transport. Through a network of LEO satellites and regional GES, users can communicate with their mobile or fixed assets anywhere in the world. This system is operational, robust and provides service to customers worldwide today. However, Orbcomm is in a position to offer low-cost and high-quality service to each customer. 
	Orbcomm committed staff are committed and dedicated to fulfilling the specific needs of all potential users, such as SAT, SATFM and logistics of trailers and containers, locomotives, rail cars, road vehicles, heavy equipment, fishing vessels and barges; and to provide SCADA or M2M monitoring and controlling fixed sites such as electric utility metres, water levels, oil and gas storage tanks, wells, pipelines and environmental projects and a two-way messaging service for consumers, commercial and government entities. 
	References

	[01] D.S. Ilcev, “Global Mobile Satellite Communications for Maritime, Land and Aeronautical Applications”, Book, Springer, Boston, 2005.
	[02] WebPages from Internet: “Orbcomm System” and “Orbcomm Products” 
	[03] B. Gallagher, “Never Beyond Reach”, Inmarsat, London, 1989. 
	[04] M. Richharia, “Mobile Satellite Communications – Principles & Trends”, Addison-Wesley, Harlow, 2001.

	PO6 -8- R124_novo.pdf
	Space Division Multiple Access (SDMA) Applicable for Mobile Satellite Communications
	Stojce Dimov Ilcev
	Abstract - This paper describes in particular Space Division Multiple Access (SDMA) applicable in Mobile Satellite Communications (MSC).  In satellite communication systems, as a rule, especially in Mobile Satellite Communications (MSC) many users are active at the same time. The problem of simultaneous communications between many single or multipoint mobile satellite users, however, can be solved by using Multiple Access (MA) technique. Since the resources of the systems such as the transmitting power and the bandwidth are limited, it is advisable to use the channels with complete charge and to create a different MA to the channel. This generates a problem of summation and separation of signals in the transmission and reception parts, respectively. Deciding this problem consists in the development of orthogonal channels of transmission in order to divide signals from various users unambiguously on the reception part. 
	Keywords - SDMA, MSC, MA, Switched Spot Beam Antenna, Adaptive Array Antenna, SDMA/FDMA, SDMA/TDMA, SDMA/CDMA
	I. Introduction
	Fixed and mobile satellite communication systems are using five principal forms of MA techniques:
	1) Frequency Division Multiple Access (FDMA) is a scheme where each concerned LES or MES is assigned its own different working carrier radio frequency inside the spacecraft transponder bandwidth, Figure 1.
	2) Time Division Multiple Access (TDMA) is a scheme where all concerned Earth stations use the same carrier frequency and bandwidth with time sharing, non-overlapping intervals, Figure 1.
	3) Code Division Multiple Access (CDMA) is a scheme where all concerned Earth stations simultaneously share the same bandwidth and recognize the signals by various processes, such as code identification. Actually, they share the resources of both frequency and time using a set of mutually orthogonal codes, such as a Pseudorandom Noise (PN) sequence Figure 1.
	4) Space Division Multiple Access (SDMA) is a scheme where all concerned Earth stations can use the same frequency at the same time within a separate space available for each link.
	5) Random (Packet) Division Multiple Access (RDMA) is a scheme where a large number of satellite users share asynchronously the same transponder by randomly transmitting short burst or packet divisions.
	Currently, these methods of multiple access are widely in use with many advantages and disadvantages, together with their
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	combination of hybrid schemes or with other types of modulations.  Hence, multiple access technique assignment strategy can be classified into three methods as follows: (1) Preassignment or fixed assignment; (2) Demand Assignment (DA) and (3) Random Access (RA); the bits that make up the code words in some predetermined fashion, such that the effect of an error burst is minimized. 
	In the preassignment method channel plans are previously determined for chairing the system resources, regardless of traffic fluctuations. Therefore, this scheme is suitable for communication links with a large amount of steady traffic. However, since most mobile users in MSC do not communicate continuously, the preassignment method is wasteful of the satellite resources. In Demand Assignment Multiple Access (DAMA) satellite channels are dynamically assigned to users according to the traffic requirements. Due to high efficiency and system flexibility, DAMA schemes are suited to MSC systems. In RA a large number of mobile users use the satellite resources in bursts, with long inactive intervals. In effect, to increase the system throughout, several mobile Aloha methods have been proposed [01, 02].
	Therefore, the MA techniques permit more than two Earth stations to use the same satellite network for interchanging information. Several transponders in the satellite payload share the frequency bands in use and each transponder will act independently of the others to filter out its own allocated frequency and further process that signal for transmission. Thus, this feature allows any LES located in the corresponding coverage area to receive carriers originating from several MES and vice versa and carriers transmitted by one MES can be received by any LES. This enables a transmitting Earth station to group several signals into a single, multi-destination carrier. Access to a transponder may be limited to single carrier or many carriers may exist simultaneously. The baseband information to be transmitted is impressed on the carrier by the single process of multi-channel modulation [03]. 
	II. Space Division Multiple Access (SDMA)
	The significant factor in the performance of MA in a satellite communications system is interference caused by different factors and other users. In the other words, the most usual types of interference are co-channel and adjacent channel interference. The co-channel interference can be caused by transmissions from non-adjacent cells or spot beams using the same set of frequencies, where there is minimal physical separation from neighboring cells using the same frequencies, while the adjacent channel interference is caused by RF leakage on the subscriber’s channel from a 
	Courtesy of Book: “Global Mobile Satellite Communications” by Ilcev [01]
	Fig. 1. Multiple Access Techniques
	Courtesy of Paper: “Smart Antenna Application for Satellite Communications with SDMA” by Zaharov & other [05]
	Fig. 2. The Beam Patterns and Adaptive Antenna Applications for SDMA
	neighboring cell using an adjacent frequency. However, this can occur when the user’s signal is much weaker than that of the adjacent channel user. Signal to Interference Ratio (SIR) is an important indicator of call quality; it is a measure of the ratio between the mobile phone signal (the carrier signal) and an interfering signal. In this sense, a higher SIR ratio means increasing overall system capacity.
	Taking into account that within the systems of satellite communications, every user has their own unique spatial position, this fact may be used for the separation of channels in space and as a consequence, to increase he SIR ratio by using SDMA. In effect, this method is physically making the separation of paths available for each satellite link. Terrestrial telecommunication networks can use separate cables or radio links but on a single satellite, independent transmission paths are required. Thus, this MA control radiates energy into space and transmission can be on the same frequency: such as TDMA or CDMA and on different frequencies, such as FDMA. 
	In using SDMA, either FDMA or TDMA are needed to allow LES to roam in the same satellite beam or for polarization to enter the repeater. Thus, the frequency reuse technique of same frequency is effectively a form of SDMA scheme, which depends upon achieving adequate beam-to-beam and polarization isolation. Using this system reverse line means that interference may be a problem and the capacity of the battery is limited. 
	On the other hand, a single satellite may achieve spatial separation by using beams with horizontal and vertical polarization or left-hand and right-hand circular polarization. This could allow two beams to cover the same Earth surface area, being separated by the polarization. Thus, the satellite could also have multiple beams using separate antennas or using a single antenna with multiple feeds. For multiple satellites, spatial separation can be achieved with orbital longitude or latitude and for intersatellite links, by using different planes. Except for frequency reuse, this system provides on-board switching techniques, which, in turn, enhance channel capacity. Additionally, the use of narrow beams from the satellite allows the Earth station to operate with smaller antennas and so produce a higher power density per unit area for a given transmitter power. Therefore, through the careful use of polarization, beams (SDMA) or orthogonal (CDMA), the same spectrum may be reused several times, with limited interference among users.  
	The more detailed benefits of an SDMA system include the following:
	1) The number of cells required to cover a given area can be substantially reduced. 
	2) Interference from other systems and from users in other cells is significantly reduced. 
	3) The destructive effects of multipath signals, copies of the desired signal that have arrived at the antenna after bouncing from objects between the signal source and the antenna can often be mitigated. 
	4) Channel reuse patterns of the systems can be significantly tighter because the average interference resulting from co-channel signals in other cells is markedly reduced. 
	5) Separate spatial channels can be created in each cell on the same conventional channel. In other words, intra-cell reuse of conventional channels is possible. 
	6) The SDMA station radiates much less total power than a conventional station. One result is a reduction in network-wide RF pollution. Another is a reduction in power amplifier size. 
	7) The direction of each spatial channel is known and can be used to accurately establish the position of the signal source. 
	8) The SDMA technique is compatible with almost any modulation method, bandwidth, or frequency band including GSM, PHP, DECT, IS-54, IS-95 and other formats. The SDMA solution can be implemented with a broad range of array geometry and antenna types [01, 04]. 
	Another perspective of the realization of SDMA systems is the application of smart antenna arrays with different levels of intelligence consisting in the antenna array and digital processor. Since the frequency of transmission for satellite communications is high enough (mostly 6 or 14 GHz), that the dimensions of an array placed in orbit is commensurable with the dimensions of the parabolic antenna, is a necessary condition to put such systems into orbit. 
	Thus, the SDMA scheme mostly responds to the demands of Low (LEO) and Medium Earth Orbits (MEO) constellations, when the signals of users achieve the satellite antenna under different angles (±22o for the MEO). In this instance, ground level may be split into the number of zones of service coverage determined by switched multiple beam pattern lobes in different satellite directions, or by adaptive antenna separations, which is illustrated in Figure 2. (A). 
	There are two different beam-forming approaches in SDMA for satellite communications: (1) The multiple spot beam antennas are the fundamental way of applying SDMA in large satellite systems including MSS and (2) Adaptive array antennas dynamically adapt to the number of users [01, 06].         
	2.1. Switched Spot Beam Antenna
	 
	Switched Multi-Beam Antennas are designed to track each subscriber of a given cell with an individual beam pattern as the target subscriber moves within the cell (spot). Therefore, it is possible to use array antennas and to create a group of overlapping beams that together result in omnidirectional coverage. This is the simplest technique comprising only a basic switching function between separate directive antennas or predefined beams of an array. 
	Beam-switching algorithms and RF signal-processing software are incorporated into smart antenna designs. For each call, software algorithms determine the beams that maintain the highest quality signal and the system continuously updates beam selection, ensuring that customers get optimal quality for the duration of their call. One might design overlapping beam patterns pointing in slightly different directions, similar to the ones shown in Figure 2. (A).
	 Every so often, the system scans the outputs of each beam and selects the beam with the largest output power. The black cells reuse the frequencies currently assigned to the mobile terminals, so they are potential sources of interference. In fact, the use of a narrow beam reduces the number of interfering sources seen at the base station. Namely, as the mobile moves, the smart antenna system continuously monitors the signal quality to determine when a particular beam should be selected.
	Switched-beam antennas are normally used only for the reception of signals, since there can be ambiguity in the system’s perception of the location of the received signal. In fact, these antennas give the best performance, usually in terms of received power but they also suppress interference arriving from directions away from the active antenna beam’s centre, because of the higher directivity, compared to a conventional antenna, some gain is achieved. In high-interference areas, switched-beam antennas are further limited since their pattern is fixed and they lack the ability to adaptively reject interference. Such an antenna will be easier to implement in existing cell structures than the more sophisticated adaptive arrays but it gives only limited improvement [01, 07, 08].
	2.2. Adaptive Array Antenna Systems
	 
	Adaptive Array Antenna Systems select one beam pattern for each user out of a number of preset fixed beam patterns, depending on the location of the subscribers. At all events, these systems continually monitor their coverage areas, attempting to adapt to their changing radio environment, which consists in (often mobile) users and interferers. Thus, in the simplest scenario, that of a single user and no interferers, the system adapts to the user’s motion by providing an effective antenna system pattern that follows the mobile user, always providing maximum gain in the user’s direction. The principle of SDMA with adaptive antenna system application is quite different from the beam-forming approaches described in Figure 2. (B).
	The events processed in SDMA adaptive array antenna systems are as follows:
	1) A “Snapshot”, or sample, is taken of the transmission signals coming from all of the antenna elements, converted into digital form and stored in memory.
	2) The SDMA digital processor analyzes the sample to estimate the radio environment at this point, identifying users and interferers and their locations.
	3) The processor calculates the combining strategy for the antenna signals that optimally recovers the user’s signals. With this strategy, each user’s signal is received with as much gain as possible and with the other users/interferers signals rejected as much as possible.
	4) An analogous calculation is done to allow spatially selective transmission from the array. Each user’s signal is now effectively delivered through a separate spatial channel.
	5) The system now has the ability to both transmit and receive information on each of the spatial channels, making them two-way channels.
	As a result, the SDMA adaptive array antenna system can create a number of two-way spatial channels on a single conventional channel, be it frequency, time, or code. Of course, each of these spatial channels enjoys the full gain and interference rejection capabilities of the antenna array. In theory, an antenna array with (n) elements can support (n) spatial channels per conventional channel. In practice, the number is somewhat less because the received multipath signals, which can be combined to direct received signals, takes place. In addition, by using special algorithms and space diversity techniques, the radiation pattern can be adapted to receive multipath signals, which can be combined. Hence, these techniques will maximize the SIR or Signal to Interference and Noise Ratio (SINR) [01, 09].
	 
	2.3. SDMA/FDMA
	This modulation arrangement uses filters and fixed links within the satellite transceiver to route an incoming uplink frequency to a particular downlink transmission antenna. A basic arrangement of fixed links may be set up using a switch that is selected only occasionally. Thus, an alternative solution allows the filter to be switched using a switch matrix, which is controlled by a command link. Because of the term SS (Switching Satellite) this scheme would be classified as SDMA/SS/FDMA. The satellite switches are changed only rarely, only when it is desired to reconfigure the satellite, to take account of possible traffic changes. The main disadvantage of this solution is the need for filters, which increase the mass of the payload.
	2.4. SDMA/TDMA
	This solution is similar to the one previously explained in that a switch system allows a TDMA receiver to reconfigure the satellite. Under normal conditions, a link between beam pairs is maintained and operated under TDMA conditions. The utilization of time slots may be arranged on an organized or contention basis. Switching is achieved by using the RF signal.  Thus, on board processing is likely to be used in the future, allowing switching to take place by the utilization of baseband signals. The signal could be restored in quality and even stored to allow transmission in a new time slot in the outgoing TDMA frame. This scheme is providing up and downlinks for the later Intelsat VI spacecraft, known as SDMA/SS/TDMA.
	2.5. SDMA/CDMA
	This arrangement allows access to a common frequency band and may be used to provide the MA to the satellite, when each stream is decoded on the satellite in order to obtain the destination addresses. Thus, on-board circuitry must be capable of determining different destination addresses, which may arrive simultaneously, while also denying invalid users access to the downlink. However, on-board processors allow the CDMA bit stream to be retimed, regenerated and stored on the satellite. Because of this possibility the downlink CDMA configurations need not be the same as for uplink and the Earth link may thus, be optimized [01, 11].
	III. Conclusion
	The narrowness of the frequency spectrum allocated to MSC means that it has to be explored to the full. Methods available for effective spectrum utilization include efficient signal design and subdivision of the total coverage area into narrow illumination zones. Modern satellites for MSC have also onboard processors, which connect an uplink band to a downlink beam. Processors use A/D conversion and digital filtering. The A/D converters quantize the signal and produce quantization noise. 
	The performances and capacities of MSC for CDMA, FDMA and TDMA/FDMA have been analyzed many years ago for an L/C-band network with global coverage. For the particular MSS under discussion and for the particular antenna configurations, both CDMA and FDMA offer similar performance, FDMA yielding slightly higher channel capacities at the design point and CDMA being slightly better at higher EIRP levels. As the MSS grows and the antenna beam size decreases, CDMA appears to be a very efficient system, because it is not limited by L-band bandwidth constraints. However, CDMA is wasteful in feederlink bandwidth, and the choice of a multiple access system must take all parameters into consideration, such as oscillator stability, interference rejection, system complexity etc. as well as system cost before deciding on a particular multiple access system. 
	Recently is developed SDMA as an advanced solution where all concerned MES terminals can share the same frequency at the same time within a separate space available for each link. On the other hand, the RDMA scheme is suitable for large number of users in MSC, where all MES terminals share asynchronously the same transponder by randomly transmitting short burst or packet divisions. In addition is developed several mobile Aloha methods, which successfully increase the system throughout.
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	Low and Medium-Gain Antennas for Mobile Satellite Communications (MSC) and Navigation
	Stojce Dimov Ilcev
	Abstract - In this paper are introduced Low-Gain Omnidirectional Antennas for Mobile Satellite Communications (MSC) and Navigation. In many respects the Mobile Satellite Antenna (MSA) infrastructures currently available for MSC and Navigation. Medium and high gain MSA need to track the satellite, following both movements of mobiles and satellite orbital motions. Sometimes this is difficult and expensive to synchronize and have to be introduced in the understanding manner. On the other hand, the vehicular antenna with a low gain does not need to perform tracking but the capacity of the communications link is limited. In such a way, all MSA are classified into omnidirectional or not directional and directional or antennas with tracking system. The Inmarsat, Eutelsat, Cospas-Sarsat, Iridium, Globalstar, Orbcomm, and other Geostationary Earth Orbit (GEO) and Non-GEO current and forthcoming mobile satellite operators have conducted research on all network segments, including different types of MSA and their future development and improvements. The special types of MSA related to the kind of transportation system, such as maritime, land, aeronautical and transportable or portable mobile antenna types are classified. The common types of Low-Gain Omnidirectional Antennas and Medium-Gain Directional Antennas are introduced in the technical ways as of importance for MSC.
	Keywords - MSC, MSA, Shipborne, Vehicleborne, Airborne, Transportable, Personal, Low-Gain 
	I. Types of Mobile Satellite Antennas (MSA)

	In particular, taking in consideration the kind of mobiles, the antenna systems for MSC can be classified into shipborne, vehicleborne, airborne, transportable, MSA for personal satellite terminals and other types. In general, according to the transmission direction, there are three types of MSA: 1) transmitting and receiving or so-called transceiving, as a part of all types of Mobile Earth Station (MES); 2) only receiving is part of the special Inmarsat EGC receiver and 3) only transmitting is built in satellite beacon antennas for maritime, land and aeronautical applications.
	a) Shipborne MSA - The different types of shipborne satellite antenna systems were developed for installation on board ocean-going ships and inland sailing vessels, on sea platforms and other offshore infrastructures. In general, these antennas must have strong and rugged constructions, with corresponding mechanical and electrical particulars. The Inmarsat-A Ship Earth Station (SES) is the inheritor of the first generation of Marisat and was the first Inmarsat operating standard of Maritime MSC (MMSC). In fact, this analog standard started in 1982 to use Inmarsat standard-A transceiving MSA known as Above Deck Equipment (ADU)
	Stojce Dimov Ilcev is with Durban University of Technology (DUT), Durban, South Africa, E-mail: ilcev@dut.ac.za
	and recently is not in use any more. In the meantime Inmarsat-C and EGC were developed with small omnidirectional antennas. In addition, Inmarsat-B digital standard started to be in service on ships at the end of 1993, using the second generation of Inmarsat satellite constellation. This standard is compatible with Inmarsat-A and uses the same antenna specification. After employing more powerful third generation of constellation, the Inmarsat system developed Inmarsat-M, mini-M, and D+ standards with special shipborne antenna systems. Since 2003 were developed three new Inmarsat standards known as Fleet-33, Fleet-55 and Fleet-77 using special tracking MSA. In 2007 was presented new Inmarsat standard known as FleetBroadband using special broadband MSA via fourth generation of spacecraft Inmarsat-4. All MSC antennas are transceiving antennas, except for the Inmarsat-EGC receiver, which can use a receiving antenna only. On the other hand, the Cospas-Sarsat system developed shipborne EPIRB, with small built in UHF antennas. Thus, rugged MSA with added-value system functions compatible with shipborne operation for Inmarsat, Iridium, Globalstar and other systems and compact antennas for small lifeboat operation are some of the fascinating requirements for shipborne antenna designers of in the future.
	b) Vehicleborne MSA - The vehicleborne transceiving MSA were developed for installation on road and rail vehicles, such as trucks, trailers, buses, cars and trains. The Inmarsat-C, D+, M, mini-M, broadband and other MSA are used onboard Vehicle Earth Station (VES). Similar to the maritime application, the Cospas-Sarsat system has developed personal or vehicleborne PLB handheld satellite beacons with small built in UHF band transmitting antennas.
	c) Airborne MSA - The airborne MSA were developed for installation on board airplanes and helicopters known as Aeronautical Erath Station (AES). There are several types of low and high-gain airborne transceiving MSA for Inmarsat-C, H, H+, I, L, mini-M, Swift64, SwiftBroadband and other MSS. Parallel to the maritime and land distress applications, the Cospas-Sarsat system developed airborne ELT satellite beacons with small built in UHF band transmitting antennas. Because of the high speed of aircraft, the aerodynamic constraints are significant and antennas for both radio and satellite systems must conform to minimum drag and reliability requirements [01, 02].
	d) Transportable MSA - Inmarsat developed special transceiving satellite antenna systems, which can be integrated into mobile Transportable Earth Stations (TES) or Portable MSA of Inmarsat-B, C, M, mini-M and Broadband terminals. 
	e) MSA for Personal Satellite Terminals - The new GEO and Non-GEO MSC systems developed small satellite antennas for Global Mobile Personal Satellite Communications (GMPSC) terminals, such as handheld
	Courtesy of Book: “Mobile Antenna Systems Handbook” by K. Fujimoto and J.R. James [03]
	Fig. 1. Types of Low-Gain Omnidirectional Antennas
	antennas, antennas for mobiles and roof antennas for indoor and outdoor satellite terminals. Some of these systems provide mobile tracking, so the tracking antenna has to be combined or integrated with the communications antenna. 
	f) Other Types of MSA - The other MSA used onboard mobiles are receiving broadcast radio and TV antennas, receiving Global Navigation Satellite System (GNSS) of GPS and GLONASS systems, transceiving broadband MSA, transceiving DVB-RCS antennas and transceiving MSA for Communications, Navigation and Surveillance (CNS) equipment and technologies [02, 03].
	II. Low-Gain Omnidirectional Antennas 

	As mentioned, the antenna systems for MSC are classified into omnidirectional and directional. The gain of omnidirectional antennas is low and generally from 0 to 4 dB in the L-band, which does not require the capability of satellite tracking. There are three types of low-gain omnidirectional antennas, which are very attractive for all mobile applications owing to the small size, lightweight and circular polarization properties. These antennas are also used as elements of directional antennas for special configurations.
	2.1. Quadrifilar Helix Antenna (QHA)
	The QHA low-gain model is composed of four identical helixes wound, equally spaced, on a cylindrical surface. The helix elements are fed with signals equal in amplitude and 0, 90, 180 and 270o in relative phase. This antenna can easily generate circular polarized waves without a balloon or a 3 dB power divider, which are required to excite a balanced fed dipole and circular polarized cross-dipoles. It can also be operated on a wide frequency bandwidth of up to 200% because it is a traveling-wave-type antenna. 
	The components of QHA are ground plane (g), pitch (p), pitch angle (a), length (l) and diameter (d), presented in Figure 1 (A). The diameter of the ground plane is usually selected to be larger than one wavelength and the number of turns is N = l/p. However, it is well known that the parameters for (a) are about 12 to 15 and the circumference of the helix (πd) is about 0.75 to 1.25 wavelengths. Circular polarized waves with good axial ratios can be transmitted along the (z) axis direction (axial mode). 
	The gain of a helical antenna depends on the number of (N) turns and typical gain and half-power beam width are about 8 dBi and 50o when N = 12 ~ 12 but is usually about 3 dBi. This antenna is employed as a receiving antenna for GPS and as a transceiver antenna for L-band Inmarsat-C SES, VES and AES (low air drag Aero-C) applications covered by different kinds of radomes. All three types of antennas can also be combined with GPS receiving. It is also a component of AMSC, MSAT, MSAT-x, Iridium, Globalstar, Mobilesat ETS-V, forthcoming ICO and other MSC terminals.  
	In general, QHA, as a mobile antenna is the best solution and has two advantages over a conventional unifilar helical antenna. The first is an increase in bandwidth; namely, it can generate axial mode circular polarized waves in the frequency range from 0.4 to 2.0 wavelengths of the helix circumference. The second is lowered frequency for axial mode operation. The principle disadvantage is an increase in the complexity of the feed system. The area of the ground plane is usually about 3 times the diameter of the helix [02, 04]. 
	2.2. Crossed-Drooping Dipole Antenna (CDDA)
	A dipole antenna with a half-wavelength (λ/2) is the most widely used and it is also the most popular, having been used in antenna systems such as the parabolic antenna for MSC.cA half-wavelength dipole is a linear antenna whose current amplitude varies one-half of a sine wave, with a maximum at the centre. As a dipole antenna radiates linearly polarized waves, two crossed-dipole antennas have been used in order to generate circular polarized waves. The two dipoles are geometrically orthogonal and equal amplitude signals are fed to them with π/2 in-phase difference. In order to optimize the radiation pattern, a set of dipole antennas is bent toward the ground, as shown in Figure 1 (B) and for that reason it is called a drooping dipole antenna. Otherwise, the CDDA serves as a transceiver MSA onboard L-band Inmarsat-C SES and VES applications mounted inside a radome for MMSC and Land Mobile Satellite Communications (LMSC).
	The CDDA is the most interesting for LMSC, where required angular coverage is narrow in elevation and is almost constant in azimuth angle. By varying the separation between the dipole elements and the ground plane, the elevation pattern can be adjusted for optimum coverage for the region of interest. The general characteristics of this antenna are: gain is 4 dBi minimums, axial ratio is 6 dB maximum and the height of the antenna is about 15 cm. This antenna has a maximum gain in the boresight direction [02, 05].
	Courtesy of Book: “Mobile Antenna Systems Handbook” by K. Fujimoto and J.R. James [03]
	Fig. 2. Types of Directional Medium-Gain Aperture Antennas
	TABLE I
	Particulars of Aperture Types of Antennas [02]
	Characteristics
	SBF Antenna
	Modified SBF Antenna
	Improved SBF Antenna
	Effective Gain
	Half-Power Bandwidth
	Directive Gain
	First Sidelobe Level
	Axial Ratio
	Aperture Efficiency:
	Effective - Directive Gain
	RF/VSWR Bandwidth, under 1,5
	Diameter of Large Reflector (DR):
	Bigger (DR 1)
	Smaller (DR 2)
	Diameter of Small Reflector (Dr):
	Bigger (Dr1)
	Smaller (Dr2)
	Width of a Rim
	Distance Between (DR) and (Dr)
	Distance Between Exciter & Dr
	Distance Between (Dr1) & (Dr2)
	Slanting Angle of a (DR)
	14.5 dB
	34o
	14.8 dB
	–21 dB
	–1.3 dB
	65% – 75%
	3%
	40 cm (2,05λ)
	-
	9 cm (0.46λ)
	-
	4.9 (0.25 λ)
	9.7 cm (0.49λ) 
	4.9 cm (0.25λ)
	-
	00
	15 dB
	34o
	15,5 dB
	–22 dB
	–1.1 dB
	75% – 80%
	7%
	40 cm (2,05λ)
	27 cm (1.38λ)
	-
	9.5 cm (0.48λ)
	8.5 cm (0.43λ)
	19.5 cm (0.99λ)
	-
	-
	-
	15 dB
	34o
	15.5 dB
	–22.5 dB
	–1.1 dB
	76% – 85%
	9% 
	40 cm (2.05λ)
	-
	9 cm (0.46λ)
	8 cm (0.41λ)
	4.9 (0.25 λ)
	12.9 cm (0.66λ)
	5.7 cm (0.29λ)
	1.8 cm (0.09λ)
	150
	2.3. Microstrip Patch Antenna (MPA)
	A microstrip disc (patch) antenna is very low profile and has mechanical strength, so it is considered to be the best type for mobiles such as cars and especially in aircraft at the hybrid L to Ku-band, which requires low air drag. In general, a circular disk antenna element has a circular metallic disc supported by a dielectric substrate material and printed on a thin dielectric substrate with a ground plane. In order to produce a circularly polarized wave, a patch antenna is excited at two points orthogonal to each other and fed with signals equal in amplitude and 0 and 90o in relative phase. Thus, a higher mode patch antenna can also be designed to have a similar radiation pattern to the drooping dipole. To produce conical radiation patterns (null on axis) suitable for land mobile satellite applications, the antenna is excited at higher mode orders. In Figure 1 (C) is illustrated the basic configuration for a circular patch antenna (above it is shown square patch with the same characteristics), which has two feed points to generate circular polarized waves. The resonant frequency excited by basic mode and given as:
	f = 1,84c/2πa √Єr
	where (a), (c) and (Єr) are the radius of circular disc, the velocity of light in free space and the relative dielectric constant of the substrate, respectively. In LMSC, a MPA antenna with higher order excitation is considered better because it can optimize the gain in elevation angle to the satellite in the same way as a CDDA. The area of a higher mode circular MPA is about 1.7 times larger in radius on the gain is about 6 to 8 dBi. The circular patch is also suitable as a satellite navigation-receiving antenna for GPS receivers [02, 06].
	III. Medium-Gain Directional Antennas

	The medium-gain directional MSA are solutions with a typical gain between 12 and 15 dBi, although some antennas can have even bigger gains. These MSC antenna systems can provide voice, Fax and HSD for Inmarsat-M shipborne and vehicleborne applications and for Inmarsat airborne standards, including other systems developed by ESTEC. 
	3.1.   Aperture Reflector Antennas
	The aperture reflector antennas are good solutions with medium-gain characteristics used in MSC, with three basic representatives such as SBF, modified SBF and improved SBF antennas, illustrated in Figure 2 (A), (B) and (C), respectively. The main characteristics of these three antennas are shown in Table 1.
	Moreover, due to the excellent radiation characteristics of SBF antennas, all three types of aperture antenna with half-power beam width of about 34o have been in their time proposed for shipborne antenna of Inmarsat-M. The SBF antennas consist in the stabilized platform with two gyroscopes for azimuth and elevation angles, diplexer, HPA and LNA, which are enclosed under the protective cupola of a radome. In order to stabilize the antenna, two gyro wheels rotate in opposite directions on a platform [02, 07, 08].
	3.1.1. Short Backfire (SBF) Plane Reflector Antenna 
	The SBF plane reflector antenna that was developed experimentally by H.W. Ehrenspeck in the 1960s is well known as a highly efficient antenna of distinctly simple and compact construction.  Its high directivity and low sidelobe characteristics make it a single antenna with high, even values, which is applicable to MSC, tracking and telemetry. Therefore, an SBF antenna is very attractive for gains in the order of 13 to 15 dBi peak RHCP and can be mounted primarily on small but on any size of ships. Otherwise, this type of antenna consists in two circular planar reflectors of different diameter, separated generally by about one-half wavelength, forming a shallow leaky cavity resonator with a radiation beam normal to the small reflector. Namely, the antenna is fed by a dipole at around the midpoint between two reflectors and it has almost a quarter-wavelength rim on the larger reflector. It has the problem of a narrow bandwidth of about 3% because of its leaky cavity operation. The Rx terminal G/T is –12 dBK and the EIRP of the Tx terminal is 28 dBW. 
	The basic configuration of the SBF antenna consists in a cross-dipole element, which is required to generate a circularly polarized wave, large and small reflectors and a circular metallic rim. The antenna has the strong directivity normal to the reflector and its performance is superior to that of other types of mobile antennas with the same diameter, however, it has the problem of narrow frequency band characteristics. This antenna has many beneficial characteristics, such as efficiency and the simplicity of construction and is also considered a favorite option for a compact and high-efficiency shipboard antenna. It is produced by many world manufacturers approved by Inmarsat or ESTEC. For instance, one of the most known manufacturers of Inmarsat-M MES with antenna is Thrane & Thrane with their partners, while the manufacturer of ESTEC SBF antenna is G&C McMichael [02, 09]. 
	3.1.2. Modified SBF Plane Reflector Antenna
	A modified SBF antenna differs from the conventional SBF antenna in that there is either an additional step on the large reflector or a change in the shape of the large reflector from a circular to a conical plate in order to improve the gain characteristics and frequency bandwidth of the Voltage Standing Wave Ratio (VSWR). The dual reflector improves the input impedance characteristics covering the frequency range between transmitting and receiving sides. 
	The conventional SBF model is a resonant-type antenna, producing input impedance characteristics that are narrow in bandwidth, so wider bandwidth is required to cover the 1.6/1.5 GHz range for MES of the Inmarsat system. In effect, the improvement in the input impedance is greatly dependent on the size and the separation of the small reflectors. The VSWR can be reduced from 1.7 and 1.5 (at 1.54 and 1.64 GHz) to below 1.2 for each RF [02, 10]. 
	3.1.3.   Improved SBF Conical Reflector Antenna
	The main research activities of the ETS-V program in MSC have been focused on studying the reduction of fading, using compact and high-efficiency antennas with a gain of around 15 dBi, so the electrical characteristics of a simple SBF antenna have been improved by changing its main reflector from a flat disk to a conical or a step plate and by adding a second small reflector. The gain is improved by 1 dB without changing sidelobe levels. Comparisons of electrical and other parameters of three types of SBF antennas are shown in Table I. Stabilization of the antenna is obtained by a two-axis stabilized method and satellite pointing is carried out by a tracking program using output signals from the ship’s gyroscope. It is also considered to be a suitable option for mounting aboard ships [02, 11].
	IV. Conclusion  

	The modern design, configuration and characteristics of MSA are very important for implementing successful MSC and networks for all mobile applications. The good merit of antenna, physical and technical parameters are the prerequisite to provide compact and lightweight MSA for implementing in the harsh environments and very extreme operating temperatures. The convenient MSA structure can be selected among the size of the network, location and environment where it is going to be used. In fact, will be also necessary to establish a compromise between these parameters constrained by the radiation characteristics of certain antenna type. 
	References

	[1] A. Aragón-Zavala and S. Saunders, “Antennas and Propagation for Wireless Communication”, John Wiley, Chichester, 2008.
	[2] D.St. Ilcev, “Global Mobile Satellite Communications for Maritime, Land and Aeronautical Applications”, Book, Springer, Boston, 2005.
	[3] K. Fujimoto and J.R. James, “Mobile Antenna Systems Handbook”, Artech House, Boston, 1994.
	[4] B.G. Evans, “Satellite Communication Systems”, IEE, London, 1991.
	[5] A.W. Rudge et al., “The Handbook of Antenna Design”, Volume 1 & 2, IEE, London, 1986.
	[6] B. Gallagher, “Never Beyond Reach”, Book, Inmarsat, London, 1989.
	[7] E.P. Law, “Shipboard Antennas”, Artech, 1983.
	[8] S. Ohmory, H. Wakana and S. Kawase, “Mobile Satellite Communications”, Artech House, Boston, 1998.
	[9] A.A. Huurdeman, “Guide to Telecommunications Transmission Systems”, Artech House, Boston-London, 1997.
	[10] D. Calcutt and L. Tetley, “Satellite Communications: Principles/Applications”, Edward Arnold, London, 1994.
	[11] G. Maral et al., “Satellite Communications Systems”, John Wiley, Chichester, 1994.

	PO6 -10- R066_novo.pdf
	Serbian Remote Monitoring System for Electromagnetic Environmental Pollution
	Nikola Djuric1, Miroslav Prsa2, Vera Bajovic3 and Karolina Kasas-Lazetic4
	Abstract – The increasing number of electromagnetic emitters and need of covering wider territorial areas have caused the spatial density of radiated fields to constantly grow. It initiates alerting of the public opinion and of the governments about so-called electromagnetic pollution phenomena. As support for efforts of municipal and provincial agency for non-ionizing radiation protection, our team has suggested a remote monitoring system for automated and continuous supervision of electromagnetic fields. This system has been recognized by the national Ministry of Sciences and Technological Developments of the Republic of Serbia, which approved and supports its development within the program of technological development of the Republic of Serbia, for the period of 2011–2014.
	Keywords – EM pollution, monitoring, sensors network.
	I. Introduction
	During the last few decades, the installation and operation of several wireless networks, such as GSM, UMTS and Wi-Fi systems has led to increasing public concern about the exposure to electromagnetic (EM) radiation emitted by sources in those networks. In conjunction with traditional broadcasting systems, such as FM Radio and VHF/UHF Television, then power system and systems for power transmission (transmission lines, distribution and substation equipment), these concerns call for the continuous information of the public about the EM field distribution in areas connected with human activities and their exposure to EM radiation.
	The so-called environmental electromagnetic pollution has become sensitive and highly important scientific and research subject at an international level. The topicality of this theme is provoked by all-round and fast growing penetration of radiofrequency and microwave radiating devices into everyday and occupational life of population that stimulates the problem of providing the safety of these devices for the human health and environment. This need has given rise to the numerous research studies focused on various aspects of electromagnetic effects of this radiation on the biological systems [1]-[3].
	Several international agencies and standardization bodies [4]-[7], endeavor to establish guidelines for limiting the EM exposure that will provide protection against known adverse 
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	health effects [8]. Their guidelines many countries have already adopted and implemented trough the national regulations for the control of the level of exposure to the EM fields. 
	The Republic of Serbia is among these countries and Ministry of Environment and Spatial Planning of the Republic of Serbia [9], has already published Law and other regulations [10]-[16], for control of the non-ionizing radiation exposure.
	As support for efforts of municipal and provincial agency for non-ionizing radiation protection [17], our team has been proposed developments of a wireless sensor information network [18]-[19], as support for automated, remotely and selectively monitoring of the overall level of EM fields for non-ionizing radiation. Additionally, this system is conceived as an answer for constant supervision, capable for daily checking the protection limits set by the national regulations [10], [12].
	The proposed information network has been recognized as the advanced solution available to meet the growing demands for monitoring the EM fields, and has obtained grant from the Ministry of Sciences and Technological Developments of the Republic of Serbia [20], within the program of the technological development of the Republic of Serbia, for the period of 2011–2014 year.
	This paper briefly presents the basic concept of the monitoring system in Section II and its capability in section III. The benefits of such system are presented in Section IV, while conclusion is given in Section V.
	II. Basic Concept of the Monitoring System
	The proposed system has been designed to systematically and continuously, day by day, investigates the sources of the EM fields, as well as to monitor the total level of EM fields. System performs monitoring both remotely and selectively, avoiding continuous surveillance of sites by technical personnel. 
	This system implements the sophisticated technology of the wireless sensor networks and it is intended for supervision and control of the cumulative level of the EM fields, caused by various sources over the territory of a large scale. This system consists of the
	a) autonomous sensors spatially distributed over supervised territory, to monitor the cumulative and total level of EM fields from all sources around the sensors, in particular frequency range,
	b) Central Control Station (CCS), intended to coordinates activity of the remote sensor elements, to collects data obtained by monitoring, processes and stores them in centralized database, 
	c) communication network, providing connection and interaction between remote sensors and CCS, and 
	d) operating software that manage and supports employment of the information network.
	The basic concept of proposed monitoring system is shown in Fig. 1.
	Fig. 1. Monitoring system
	Communication between CCS and remote autonomous sensors is performed via system communication network, which relies on the existing GSM mobile networks. Both, the CCS and sensors are equipped with a quad-band GSM/GPRS modem for uploading/downloading data and remote control [21]. 
	Considering the fact that national mobile companies have already covered over 95% of territory of the Republic of Serbia, communication network of this system provides a high degree of mobility, so that monitoring network can be set up to cover any area of interest. This is highly important in case of the urban area, especially for the zones of increased sensitivity, as defined in national “Rules for non-ionizing radiation sources of interest, types of sources, the manner and period of their investigation” [13]. Those zones are: the residential areas where people can stay to 24 hours a day, schools, homes, pre-schools, maternity hospitals, hospitals, tourist facilities, playgrounds and areas of un-built land, intended for specified purposes [13]. Furthermore, the proposed network can build reliable monitoring systems, which can cover large geographical areas, including nationwide coverage.
	The efforts to responds about the long-term exposure of the population to the potentially hazardous EM fields, continues to stimulate technical solutions that provide even more sophisticated monitoring for low frequency (magnetic field), as well as for high frequency applications (electrical field). The wideband monitoring systems are sometimes more attractive, but on the other hand, the growing number of mobile communication installations triggers the public requirements for discrimination between the fields generated by different services, such as broadcast transmissions and mobile communications. Thus, in proposed monitoring system our team implements sensors [22]-[24], capable to provide multi-band monitoring, as it is shown in Fig. 2.
	Fig. 2. Monitoring band passes
	The main characteristics of the used sensor elements are presented in Table I and II.
	TABLE I
	Electric field probe
	Frequency range
	100 kHz–3 GHz
	EGSM 900
	EGSM 1800
	UMTS 2100
	Measuring range (V/m)
	0,2 – 200
	0,2 – 200
	0,03 – 30
	0,03 – 30
	Measuring resolution (V/m)
	0,01
	0,01
	0,01
	0,01
	TABLE II
	Magnetic field probe
	Frequency range
	10 Hz до 5 kHz
	Measuring range
	50 nT – 200 mT
	Measuring resolution
	1 nT
	Using such sophisticated sensors the monitoring system is able to investigate a number of sources, that can be found in a power system and systems for the power transmission (transmission lines, distribution and substation equipment), through a system of radio and television broadcasting, to the wireless communication networks (GSM, UMTS or Wi-Fi systems), as it is shown in Fig. 3.
	Fig. 3. Monitoring of various sources
	The sensors are designed to make three-axis measurements, providing an isotropic response. The measurement values for the three orthogonal axes are internally processed to yield the isotropic result, which is output for each frequency band [24], as show in Fig. 4.
	Fig. 4. Results of measurements
	Data obtained from sensors are collected in a centralized database and will be available through the user-friendly web portal and Internet network. The Internet web portal is under development and will present the results of the measurements for each sensor, showing the overall level of EM field from all sources that surround the sensor.
	Additionally, location of all sensors will be displayed on an electronic map of supervised territory and will enable users to analyze the overall level of EM field from sources that surround the sensor, particularly data from sensor closest to their location, as for the example shown in Fig. 5.
	Fig. 5. Internet portal and presentation of measurement results
	The high level of attention paid to the subject of electromagnetic field pollution on the part of many public administrations and public concern about potentially hazardous effects of EM fields requires information about ratio of current level of exposure and the prescribed limit values. Therefore, the monitoring results will be compared with the national prescribed limits, as defined in national “Regulation on the limits exposure of non-ionizing radiation” [12], and the recommendations of the International Commission on Non-Ionizing Radiation Protection (ICNIRP) [6].
	III. Benefits of Remote Monitoring System
	The proposed monitoring system is designed that on a daily basis, investigates the overall level of the EM field and population exposure to the EM field at the particular location, especial over the area of special interest.
	This system uses sensor network that continuously and systematically monitor the EM field, in a certain period of time. During this period, the system continuously provides information about current values of the level of EM field, thus having the superior position in comparison to classical investigation.
	Thanks to the communication via widespread GSM mobile network, the proposed monitoring system has a high degree of mobility and can be installed in any part of the area of interest. Mobility of sensor elements enable their spatial deployment and integration in information network for permanent monitoring of EM field, over large area of interest, which is virtually impossible using conventional approach.
	The proposed system does not require a large number of technical personnel. Compared with the conventional method of investigation, where it is necessary that qualified personnel go to the field and operate with measuring instruments, the proposed system does not require personnel in the field. As a result, the system provides faster and more efficient monitoring and performs continuous investigation, 24 hours per day during desired period.
	The advantage of the proposed system is that monitoring data are collected from sensors on automated way, using wireless network, without employing personnel. Furthermore, the system automatically collects results, stores them in a centralized database, and displays monitoring results on-line through the Internet.
	With ability of systematic and continuous monitoring, the proposed system provides history overview of the EM field levels on particular location. This can simplify the process of the first and periodic testing of the radiation sources, as well as licensing installation of new sources and investigation of the present sources, in accordance with the national “Rules for non-ionizing radiation sources of interest, types of sources, the manner and period of their investigation” [13], as it is shown in Fig. 6.
	Fig. 6. History overview of the level of the EM field
	Permissible level of non-ionizing EM fields, defined by the national “Regulation on the limits exposure of non-ionizing radiation” [12], are lower than in European Union. Therefore, companies in the field of power transmission and distribution, radio and television broadcasting and mobile telephony, will have to seek technical solutions to decrease the radiation level of their equipment below the prescribed limits. The proposed system will provide valuable information to these technical solutions.
	In order to represent accurately a result of sensor measurement it is needed to give unambiguous indications of the estimate of the measurand, the uncertainty of measurement and “confidence” that sensor has [31]-[32]. The proposed monitoring system and information network, will meet requirements of national standard SRPS ISO / IEC 17025:2006 – General requirements for competence of testing laboratories and calibration laboratories, and requirements of the national accreditation body [33]. One of the goals is that the proposed system obtains a certificate of competence from the national accreditation body and to contribute, by its accredited activities, in increasing in the trust in institutions for population protection from exposure to EM fields, as well as promoting ecological awareness on environmental protection in the area of electromagnetic pollution.
	By implementing the proposed monitoring system, municipal authorities for the environmental protection [17], gain the valuable tool of remarkable benefit for the interested users and the general public, in the field of prevention, timely informing and protection of population against the exposure to EM field.
	The proposed monitoring system, using sophisticated technology of wireless sensor networks, brings our country in the group of developed countries which uses the latest technology in an effort to promote environmental awareness on the necessity of preserving and improving environmental quality in the field of electromagnetic pollution of the non-ionizing radiation [10].
	The proposed system is unique at national level and therefore the research in this project gains in importance. At the international level, as known to authors, the similar systems have already been in use or are under development, but in a small number of countries (Ireland, Portugal, Spain, Switzerland, Italy, Greece and Egypt) [25]-[30].
	IV. Conclusion
	This paper presents an information network, as support for automatic and continuous monitoring of the overall level of EM field of non-ionizing radiation. The proposed system is able to 24 hours monitor all sources that emit EM field, over the territory covered by sensor network. The system collects data about EM field on a daily basis and compares them with the Serbian prescribed limits of exposure.
	The proposed information network is the most suitable solution for constant supervision of EM field and the total exposure level. Therefore, it is a significant support in efforts to take systematic care of potential effects of non-ionizing EM fields on the health of the population, taking into account public concern about long-term exposure to the EM field.
	The potential of such remote monitoring system has been recognized by Ministry of Sciences and Technological Developments of the Republic of Serbia, which approved its development within the program of technological development of the Republic of Serbia, for the period of 2011–2014.
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	An Analog Multiplier Based on Asynchronous Sigma-Delta Pulse Amplitude Modulation
	Tomislav Matić, Tomislav Švedek, and Marijan Herceg 
	Abstract—Asynchronous sigma-delta modulation (ASDM) has been proposed as a possible solution for the amplitude to duty-cycle conversion. The information conveyed by voltage level of the ASDM input signal is converted into the duty cycle of the ASDM output signal period. Applying pulse amplitude modulation (PAM) to ASDM output pulse stream, 2-input analog multiplier can be obtained. The mean value of the output pulse stream period corresponds to the product of the ASDM input and PAM input signals. This paper gives the mathematical analysis of the ASDM-PAM analog multiplier output signal spectrum for the DC and sinusoidal input signals. It has been shown that combination of ASDM and PAM modulation generates a product of the two input signals in the baseband and around multiples of the central frequency, which can be later on efficiently filtered out. The ASDM-PAM multiplier Simulink model has been used for confirmation of the mathematical analysis.
	Index Terms— Analog multiplier, asynchronous sigma-delta modulation, pulse-amplitude modulation, duty-cycle 
	I. Introduction
	There are numerous examples in circuit theory where analog multiplying function is required [1, 2], like RF transceivers, frequency mixers, power-meters etc. The analog multiplier circuit implementations are mostly referred to transistor-level circuits [3-6] which suffer from the transistor nonlinearity. Implementation of the Pulse-Width Modulation (PWM) and the Pulse Amplitude Modulation (PAM) in analog multipliers is presented in [7, 8], while possible application of the Asynchronous Sigma-Delta Modulation (ASDM) in analog multiplying purpose, has been addressed in [9], without spectral analysis. 
	Brief analysis of analog squaring technique, based on asynchronous sigma-delta modulation, has been reported in [10]. Since the ASDM output signal frequency depends on the square of the input signal, by using information on the frequency, it is possible to obtain the square value of the input signal. Multiplication circuit, based on the ASDM, is feasible since the output signal duty-cycle (or mean value) depends on the input signal level. Output of the ASDM (Fig. 1a) is a pulse stream y1(t), whose duty cycle is proportional to the input signal level and the mean value of the output signal y1(t) is equal to input signal level x1(t). If the ASDM output signal pulse stream y1(t) is then amplitude modulated by the envelope x2(t), its mean value changes proportionally to envelope x2(t) and input signal level x1(t). In that way pulse amplitude modulated ASDM signal y12(t) contains the
	The authors are with the Department of Communications, Faculty of Electrical Engineering Osijek, HR-31000 Croatia, E-mails: tmatic@etfos.hr, svedek@etfos.hr, mherceg@etfos.hr 
	Fig. 1. Block circuit of a) the first-order ASDM and b) the PAM with corresponding  c) ASDM and d) PAM output signals
	information on the x1(t)x2(t) product. Pulse amplitude modulation can be obtained by inverting input signal x2(t) using an analog switch operated by ASDM pulses (Fig. 1b). 
	This paper presents asynchronous sigma-delta pulse amplitude modulation (ASD-PAM) suitable for the purposes of the analog multiplication. In next chapter, spectral analysis of an ASD-PAM signal for DC and sinusoidal input signals has been provided. Mathematical analysis has been compared with simulation results further on.
	II. Asynchronous Sigma-delta Pulse Amplitude Modulation
	A. Asynchronous sigma-delta modulation

	The first order ASDM is closed-loop system with integrator and comparator with hysteresis (Fig. 1a). Information on the input voltage x1(t) is transformed to time domain as a duty cycle of the square wave output signal y1(t). Since the transformation occurs in the times when signal l(t) reaches hysteresis voltage levels (Uh, the triggering events at the output of the ASDM are not discrete. Therefore, the ASDM output signal y1(t) is digital continuous signal. 
	The duty cycle ratio of the y1(t) depends on durations of positive and negative periods of the ASDM signal [11]:
	              (1)
	               (2)
	where Tp is integrator time constant, m1 is relative value of input signal m1 = x1(t)/UY, h is relative hysteresis level h = Uh/UY and TC is ASDM output signal period when m1 = 0. For the zero input voltage, output square wave y1(t) has central frequency equal to:
	                         (3)
	Using (1), (2) and (3) following expressions for duty cycle ratio and the output frequency of y1(t) are obtained:
	                      (4)
	                    (5)
	a)
	b)
	Fig. 2. Output signals of ASD-PAM for a)  m1 = m2 = 0.8 and b) m1 = 0.8sin(2π5000t) and m2 = 0.8sin(2π50000t)
	B. ASDM-PAM spectral analysis

	For the constant input signals x1(t) and x2(t) (Fig. 2a), ASDM output frequency f1(m1) is constant and the amplitude envelope of output signal y12(t) is constant. In that way, the relative amplitude of y12(t) will be equal to m2 = x2(t)/UY, the duty cycle α12 = α1(m) and the frequency is equal to  f12 = f1(m1). The Fourier expansion of the static square wave y12(t) results with [11]:
	        (6)
	The mean value of an ASD-PAM modulated signal is DC component in output signal spectrum, which is according to (4) and (6) equal to:
	               (7)
	Higher order harmonics of y12(t) are placed at multiples of central frequency fC. Since central frequency is relatively high, all higher harmonics can be efficiently removed by applying simple low-pass filtering. In that way only baseband signal containing information on the m1m2 product is remaining.
	Fig. 3. Sample period of ASD-PAM output signal
	For the sinusoidal input signals m1(t) = M1sin(ωm1t) and m2(t) = M2sin(ωm2t) (Fig. 2b), the duty cycle ratio α12 = α1(m) and the output frequency f12 = f1(m1) are changing continuously with the input signal level m1. It is important to notice that frequency and duty cycle of y12(t) are independent on the input signal m2(t), since m2(t) is used only to change the ASDM output pulse amplitudes. 
	Following spectral analysis is carried under assumption that f12 >> fm1 and f12 >> fm2. In that case all higher harmonics can be efficiently removed by low-pass filtering.
	The duty cycle and frequency of the square wave output ASD-PAM signal (Fig. 3) change according to (4) and (5). Including sine wave input signals m1 and m2 into the (4), (5) and (6), the following equation for the output signal spectra is obtained:
	,                                                              (8)
	where Φk is time dependent phase deviation, described as:
	         (9)
	It can be seen that the frequency and the duty cycle change depends only on m1(t), while input signal m2(t) changes only the higher harmonics amplitudes. The sine term under the sum in (8) represents amplitude modulation of the higher harmonics according to m1 value, while the cosine term (8) represents frequency modulation of the higher harmonics according to m1. Let UYk(t) be amplitude of k-th harmonic of the output period y12(t):
	                 (10)
	The frequency modulation of k-th harmonic can be then expressed by the following equation:
	        (11)
	Since the argument of trigonometric function in (11) is trigonometric function, equation can be rearranged in a Bessel functions series:
	      (12)
	In the similar way, the amplitude of k-th harmonic can be represented by following equation:
	   (13)
	Unifying equations (12) and (13), following equation for the k-th harmonic of the output signal is obtained:
	(14)
	Equation (14) provides ASD-PAM output signal spectrum dependence on the k-th harmonic frequency, and input signals (m1 and m2) frequencies and amplitudes. It is clear that each harmonic amplitude depends on its order k and input signal instantaneous value m2(t). The output signal spectra has same content like ASDM spectra with the difference in sinusoidal function m2(t), which changes each harmonic frequency.
	III. Simulation Results 
	The model for analog multiplier simulation has been created in Simulink (Fig. 4). The Schmitt trigger has been implemented with variable hysteresis levels to enable central frequency adjustment. Hysteresis levels are set to h = 0.1 and together with integrator constant Tp = 2.5 μs, according to equation (3), they provide central frequency of 1 MHz.
	Fig. 4. ASD-PAM Simulink model 
	For sinusoidal input signal x1(t) = 0.5sin(2π20000t), Fig. 5a shows the portion of the time-domain waveforms of the ASDM output signal y1(t) and x1(t), Fig. 5b shows input signal x2(t) = 0.5sin(2π50000t). By the amplitude modulation, the ASDM pulse train y1(t) changes its amplitude according to the x2(t) and is transformed into the y12(t) which is the pulse train with amplitude envelope equal to x2(t) (Fig. 5c).
	Applying Fourier transform to y1(t) (Fig. 6a), x2(t) (Fig. 6b) and y12(t) (Fig. 6c), it can be seen that baseband power spectra of y12(t) consists of two components (f2 – f1) and (f2 + f1), which correspond to multiplication of two sinusoidal functions. The higher harmonics are also frequency modulated Bessel components with reduced amplitudes, comparing to Fig. 6a.
	IV. Conclusion
	The paper presents efficient ASDM-PAM approach for the realization of the analog multiplier. The technique utilizes the advantage of digital realization of the ASDM pulse-width modulation for A/D conversion of the first input signal into the pulse train, and later on amplitude modulation of the ASDM pulse train by the second input signal of the multiplier. 
	Bipolar PAM modulator, used for amplitude modulation of the ASDM pulse train, can be implemented in CMOS circuits as controlled switch or balanced modulator. Simple low-pass filtering is sufficient to remove higher spectral components of ASD-PAM modulated pulse stream and to obtain the product of the two input signals. 
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	a)                                                                      b)
	c)                                                                 d)
	Fig. 5. Waveforms of the a) ASDM output signal y1 and x1 for x1(t) = 0.5sin(2π20000t), [V] b) x2(t) = 0.5sin(2π50000t), [V] and c) product  y12(t) of  x1(t) = 0.5sin(2π20000t), [V] and x2(t) = 0.5sin(2π50000t), [V], and d) its low-pas filtered form y12’(t)
	     a)                                                                           b)                                                                               c)           
	Fig. 6. Power spectra of  a) y1(t) for x1(t) = 0.5sin(2π20000t), b) x2(t) = 0.5sin(2π50000t) and c) y12(t) for the product of x1(t) = 0.5sin(2π20000t) and x2(t) = 0.5sin(2π50000t) 
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	Choice of Suitable Monocycle Shape for Ultra Wideband Systems
	Vladimir D. Orlić1, Branislav M. Todorović2
	Abstract – In Ultra Wideband (UWB) systems information is carried in very short pulses, covering extremely wide spectrum bandwidth. Waveform of these elementary pulses, called monocycles, essentially impacts the performance of complete system. In this paper we describe one novel class of monocycles, called coded monocycles, which is based on employing direct-sequence spread spectrum technique. Application of coded monocycles within UWB systems results in several benefits, especially when used for military communications.
	Keywords – UWB, monocycle, direct sequence, PN code.
	I. Introduction
	UWB technique is very promising in wireless communications, since it allows new services to coexist with current radio-systems with minimal or no mutual interference. As formally defined by FCC, UWB system is radio system whose fractional bandwidth is at least 20% of its carrier frequency, or whose bandwidth is at least 500 MHz [1]. The frequency band most frequently used for UWB systems is in the range of 3.1 to 10.6 GHz [2], with emission limits strictly defined by FCC for indoor and outdoor applications [3]. UWB brings many key benefits to wireless communications: ability to share the frequency spectrum, high channel capacity, ability to work with low signal-to-noise ratios, low probability of detection and interception, resistance to jamming, high performance in multipath channels, superior penetration through different materials, simple transceiver structure, etc. These features of UWB systems make them ideal for commercial applications (like high-speed LAN/WAN) and military applications (like radar, covert communications, intrusion detection or precision geo-location). 
	Commonly, very short pulses with a low duty cycle are employed to implement UWB systems [4]. A train of pulses is sent and information is usually conveyed by the position or polarity of the pulses, which correspond to Pulse Position Modulation (PPM) and Binary Phase Shift Keying (BPSK), respectively. Also, in order to prevent catastrophic collisions among different users and thus provide robustness against multiple access interference, each information symbol is represented not by one pulse, but by a sequence of pulses, and the location of  the  pulses within  the sequence  is determined  by a pseudo-random time-hopping (TH) sequence [5]. Along with TH-PPM and TH-BPSK, schemes based on direct- 
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	sequence (DS) method can be used for the purpose of providing interference-robust multiple access in UWB [6, 7]. DS UWB systems may also use PPM and BPSK schemes for information transmission; they are characterized with combining pseudonoise (PN) codes with polarity of each information symbol, resulting in sequence of successive coded short pulses within a symbol period. Examples of waveforms for TH and DS UWB systems are presented in Fig. 1.
	Fig. 1. UWB signal waveforms: A) transmitted symbols; B) TH-BPSK signal with TH sequence {1,3,1}; C) TH-PPM signal with TH sequence {1,3,1} and time offset ; D) PN code for DS UWB signals; E) DS-BPSK signal for PN code D), and                              F) DS-PPM signal for PN code D) and time offset 
	As shown in Fig. 1, symbol periods are divided into shorter, chip periods, where elementary pulses, called monocycles, are positioned according to adopted method. Several chip periods in TH UWB systems form a frame of period . Monocycle waveforms in all known UWB techniques are considered to be the same for all users in multiuser environments. Since these waveforms make significant impact on complete system performance, they were studied in order to find an optimal solution, in UWB context [8]. In this paper we describe one novel class of monocycles, based on DS method employment, which results in several improvements in system performance, when compared to presently standard monocycle shapes.    
	II. Monocycle Shapes for UWB Systems
	UWB is baseband technology: no up/down conversion or mixer is needed, and RF circuitry is reduced to a wideband low-noise amplifier, making UWB transceiver structure extremely simple. Thus, one can conclude that UWB system performance is mainly defined through used data modulation scheme and applied monocycle shape.
	Considering monocycle shape, it is of interest to analyze its power spectral density (PSD), since it contains key information on impact of monocycle shape on system performance [8]. Unlike the conventional narrow-band systems, it is desirable for UWB to spread the energy as widely in frequency as possible. Monocycle shapes with wider 3dB bandwidth are more suitable for UWB applications: wider energy spreading lower the level of potential interference to other systems. Also, it is of interest to use monocycles that have no direct current and low-frequency components, which may reduce antenna radiating efficiency. Some monocycle shapes are considered to be standard solutions for UWB systems, since they satisfy previously mentioned demands for PSD properties: two the most frequently used monocycle shapes are Gaussian monocycle [1] and Scholtz’s monocycle [4, 5]. UWB systems employ correlation receivers, so it is also of interest to consider properties of autocorrelation functions of applied monocycle shapes, as a measure of expected detection performance.
	A. Standard Monocycle Shapes
	The Gaussian monocycle with amplitude A and pulse shape parameter , centered around , can be represented by: 
	.        (1) 
	Waveform, PSD and autocorrelation function of the Gaussian monocycle with duration 0.5ns are shown in Fig. 2. Chosen parameters are: A=1, , . The Scholtz’s monocycle can be represented by: 
	.        (2) 
	Waveform, PSD and autocorrelation function of the Scholtz’s monocycle with duration 0.5ns are shown in Fig. 3. Chosen parameters are: A=1, , . Values of  for both Gaussian and Scholtz’s monocycle are chosen in order to satisfy adopted monocycle duration of 0.5ns. 
	From Fig. 2 it can be noticed that 3dB bandwidth of the Gaussian monocycle with selected parameters is approximately 2.5 GHz, while achieved suppression of low-frequency components is very good. From Fig. 3 it can be noticed that 3dB bandwidth of the Scholtz’s monocycle with selected parameters is approximately 2.8 GHz, while achieved suppression of low-frequency components is also very good. Autocorrelation functions of both Gaussian and Scholtz’s             monocycle have significant side-lobes, relatively to autocorrelation center peak (-0.45 and -0.62, respectively). These side lobes have to be distinguished from center peaks of monocycles, thus  it  is   necessary   to  use   relatively   high comparison threshold levels  during detection process of single monocycle at receiver. Since high comparison threshold level further implicates lower probability of
	                              Fig. 2. Gaussian monocycle: A) waveform, B) PSD, and                 C) autocorrelation function
	                                    Fig. 3. Scholtz’s monocycle: A) waveform,  B) PSD, and               C) autocorrelation function
	successful detection of center autocorrelation peak in the presence of noise, it is of interest to explore monocycle patterns that are characterized with lower side lobe levels. One interesting solution for such patterns we describe in following section.
	B. Coded Monocycle Shapes
	Instead of using standard monocycle shapes, monocycle can be constructed on the basis of PN code: keeping the same duration of a monocycle, it can be divided into L shorter intervals – “super-chips”, each one having unit amplitude whose polarity is defined by binary value of some PN code with length L.  It is clear that autocorrelation properties of monocycle created in this manner are described through structure of used PN code. For example, using linear maximum length PN code (m-code) leads to “ideal” autocorrelation function, with no side lobes [9]; that is perfect solution from the point of view of detection. At the same time, dividing monocycle into shorter segments obviously spreads its spectrum, which results in higher energy dispersion. Level of low-frequency components in spectrum of coded monocycles is defined by used PN code. Since length of any m-code L is odd number, super-chips’ amplitudes can not be completely mutually cancelled, and some amount of low-frequency components should be expected.
	One important issue about using coded monocycles should be cleared in order to confirm their practical importance: why should we complicate monocycle generation with involving PN codes (that include generation of shorter basic pulses), when we can generate only shorter standard pulses instead? Shorter standard pulses themselves would give better energy spreading performance and keep excellent low-frequency properties at the same time. Is the autocorrelation function shape only reason for involving codes? If so, is this reason of such importance to justify increased complexity? The answer is: along with considered improvements in energy dispersion and detection performance, application of coded monocycles is followed with some more important implications on system properties. They come from possibility of using different PN codes in monocycle generators for different users in multi-user environment! 
	The number of super-chips (PN code length) L is in practice limited with finite response time of pulse generators and signal amplifiers: from the same reason, rectangular pulses for super chips are not an option. In practice, it is necessary to consider shaping methods for coded monocycle generation that lead to realistic waveforms, which are truly realizable with electronic components. At the same time, adopted shaping methods make impact on every single aspect of monocycle properties: from suppression of low frequency components, to PSD and autocorrelation function. For these reasons shaping methods for coded monocycles should be treated with care.
	For example, let’s consider coded monocycle derived from m-code of length L=7. Duration of each super chip is , and their amplitudes are generated from binary values of considered PN code. Scholtz’s pulse generator, defined by eq. (2), can be used for generation of all particular pulses. Such generator, driven by adopted PN code waveform, can produce Scholtz’s pulses at its output, where width and polarity of every particular pulse are defined by PN code waveform. We define pulse generator parameters in following manner: A=,  is for every single pulse selected so the pulse symmetry is preserved, while  value for every single pulse is defined by PN code waveform in order to obtain appropriate pulse width (for example, “short” pulses in PN code waveform, having length of 1 super-chip, are presented by Scholtz’s pulses with , while “long pulse” having length of 3 super-chips is presented by Scholtz’s pulse with ). Length of complete monocycle is kept to be 0.5ns. Waveform, PSD and autocorrelation function of this coded and properly shaped monocycle are presented in Fig. 4.
	Fig. 4. Coded monocycle with pulses shaped according to Scholtz’s function law and with L=7 super-chips: A) waveform,  B) PSD, and C) autocorrelation function
	From Fig. 4 it can be noticed that spectral characteristics of coded monocycle shaped according to considered shaping method are very promising: attenuation of dc and low-frequency components is excellent, while 3dB bandwidth is wider than 3GHz. These values are directly implicated by good spectral characteristics of Scholtz’s pulse itself. Side lobes of autocorrelation function take values of up to -0.345, so they appear to be better than those of standard monocycle shapes, making the possibility for more reliable detection, as expected. All these reasons make shaping of coded monocycles by using code-controlled Scholtz’s function generators - a potentially good choice.
	We have also analyzed many other shaping methods that might be used in considered context, such as: using one standard shape per each particular super chip (“Gaussian pulse” – described in [8], Gaussian monocycle shape, or Scholtz’s monocycle shape), or using code-controlled Gaussian monocycle shape and “Gaussian pulse” shape with variable pulse width. Achieved properties of all these solutions showed to be lower than those of Scholtz’s code-controlled pulse generation method described above.
	C. Properties of UWB System using Coded Monocycles
	If different PN codes in coded monocycles for different users (or groups of users) are chosen as mutually orthogonal, level of interference between these users (or groups of users) can be significantly lowered in comparison with using standard monocycle shapes. This is direct implication of cross-correlation properties of adopted PN codes [9]. Since good detection performance and low multiple access interference are of interest at the same time, both autocorrelation and cross-correlation properties of adopted PN codes should be considered during selection of PN codes for generation of monocycles. A good compromise between these two demands can be found in using Kasami codes [10]. Maximum values of cross-correlation peaks of Kasami codes correspond to Welch’s lower bound, what makes them optimal in meaning of cross-correlation properties. Thus, using different Kasami codes for different users (or groups of users) in monocycle generation results with possibility of using low comparison threshold level at receiver, without presence of multi-user interference. However, cumulative effect of adopted PN codes and adopted shaping method on correlation properties should be explored with care, since both of them make an impact on overall performance. 
	Distinguishing of different users at monocycle-shape level (through different PN codes) can be further combined with distinguishing of different users at modulation level – through TH or DS methods  described in the first section of this paper. Since coding at modulation level targets complete monocycles, it acts autonomously from coding at super chip segments of monocycle waveform proposed in this paper. So, it can be concluded that using different PN codes for different users (or groups of users) leads to increasing the number of users in UWB system, in comparison with systems that employ standard monocycle shapes (where separation of users on the basis of monocycle shape is not possible, since all users communicate with same monocycle patterns) . In this manner, using N different PN codes for different users could lead to - up to N times increased number of potential users.  Since these expectations are clearly intuitive, they should be verified through in-depth analysis. This analysis would result with precise information on achieved level of performance improvement, in the meaning of supported number of users within the system. 
	III. Conclusion
	In this paper we present one novel class of UWB monocycles, called coded monocycles, which is based on using PN codes for monocycle generation. In comparison with UWB systems that employ standard monocycle shapes, UWB systems with coded monocycles show better performance in energy dispersion, pulse detection and immunity on multi-user interference. Furthermore, they may lead to significant increase in number of users. We have studied different pulse shaping methods that can be used for practical implementation of coded monocycles, and report that using Scholtz’s pulse generators, with pulse width controlled by adopted PN code waveform, can lead to very good spectral and autocorrelation characteristics of coded monocycles. We also suggest using different Kasami codes for different users or groups of users, since they can improve detection performance and lower multi-user interference at the same time. These advantages are followed with increased system complexity: detection of different structures of monocycles should be supported at correlation receiver, with monocycle pattern generators operating at several times higher speed, in comparison with systems that use standard monocycle shapes. 
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	True Random Binary Sequence Generator for 
	Secure Communications
	Slavko Šajić1,  Branislav M. Todorović2,  Nebojša Maletić3
	Abstract – The true random binary sequence generator provides a secure, non-reproducible source of true random binary sequences for applications with strong security requirements, such as for generating encryption keys and for secure communications. In this paper we present a realization of true random binary sequence generator. Thermal noise found in chaotic physical system is used as a source of true randomness. NIST tests for verification of randomness are applied. Some experimental results are presented. 
	Keywords – Secure communications, cryptography, true random sequence, generator
	I. Introduction
	Random binary sequences are widely used in the field of secure communications [1], [2]. There are two different types of random generators used: pseudorandom and true random binary sequence generators. 
	A pseudorandom binary sequence generator (PRBSG) generates sequences of bits with properties that are approximately close to random. [3], [4]. Some of them are realized by using shift registers [3], while the others are algorithmic based [5], [6]. Pseudorandom binary sequence is completely determined by a relatively small set of initial states and feedback network or recursive relation. Since pseudorandom binary sequences exhibit a behavior that relies on a finite number of states and transitions between those states, they cannot produce true random outputs as they are finite state mechanisms. Pseudorandom sequence is deterministic and after N elements it starts to repeat itself, where N denotes the period of the pseudorandom sequence. Pseudorandom binary sequences are important in practice for simulations. Also, they are widely used in spread spectrum communications [2] as well as in cryptographic applications [7]. An important class of pseudorandom sequences is, so called, class of chaotic sequences [8]-[12]. Although there is no universally accepted mathematical definition of chaos, a commonly used one for chaotic sequence says that it is random-like   deterministic    sequence   which   is    generated 
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	sequentially by using a mapping function Xn+1 = f(Xn) and an initial value X0, but whose distribution looks like white noise [13].
	Chaotic sequence has merit that knowing only two information, namely: a mapping function and an initial value, the same sequence can be regenerated. These sequences are also widely used in spread spectrum communications and cryptography [13]-[16].
	Although some PRBSG produces sequences which pass all statistical pattern tests for randomness, they cannot be claimed as true random binary sequence generator (TRBSG) [17].
	In the field of cryptographic applications, the need for true random binary numbers arises as modern communication systems increasingly employ electronic transactions and digital signature application for authenticity. It is of high importance to secure privacy during these operations. That was the reason for developing true random binary sequence generator, which should indicate high unpredictability for usage in encryption for digital communications. A true random binary sequence generator is a hot topic in the last years [18]-[23]. 
	It is a postulate that true random numbers cannot be generated mathematically. Hence, computer algorithms cannot be used for that. The generation of true random binary sequences based on non-deterministic physical mechanisms is of paramount importance for cryptography and secure communications. 
	We refer to true random binary sequence generator as random engine built on microscopic phenomena such as thermal noise or other quantum phenomena. In other words, TRBSGs can be realized on the basis of physical processes which are based on the laws of quantum mechanics, such as radioactive decay, photon emission, thermal noise, radio noise, etc. These physical processes are theoretically unpredictable in practice. The unpredictability is justified by the chaos theory [8]. This theory suggests that even though microscopic phenomena are deterministic, real-world macroscopic systems evolve in ways that cannot be predicted in practice because one would need to know the initial conditions at microscopic level to an accuracy that grows exponentially over time.
	In last few years, different approaches to true random binary sequences generation have been explored, as well as for finding test to check their randomness.
	In this paper we present one realization of true random binary sequence generator. As a source of true randomness we use thermal noise. In order to examine randomness of binary sequence generated by the proposed generator, NIST set of tests [24] is used. Some numerical results are presented.
	II. A Method for True Random Binary Sequence Generation  
	Generating encryption keys from a pseudorandom source constitutes a security risk that can be removed with true random binary sequence generator. TRBSGs are very important for cryptography and secure communication. To be used in cryptology, random binary sequence generators must meet strict requirements so potential attacker and those who know design of RBSG can not be able to predict the output of RBSG. TRBSG generates an infinite sequence of mutually independent bits. When generator is restarted, it never reproduces earlier generated sequence. There is no mathematic algorithm which can be used to describe random sequence of bits. 
	A method for true random binary sequence generation using a thermal noise source is given on Fig.1.
	Fig.1. True random binary sequence generator
	By its nature, thermal noise is random process with zero mean and Gaussian distribution of amplitudes. Generated noise is amplified with wideband amplifier. Since the thermal noise has a relatively uniform spectral power density over wide frequency range (up to 1011 Hz), it is desirable that amplifier’s bandwidth be as large as possible. Amplified noise excites a ultrafast comparator with zero decision threshold. At the output of comparator binary sequence of random bit duration is obtained.
	The following assumptions are made: (1) number of passes through zero in an interval is independent on the number of passes through zero in some other non-overlapping interval, (2) probability of more then one pass through zero in an interval is infinitely small relative to single pass in the same interval, and (3) if in some interval τ pass through zero appears, then it is equal to the probability that the same pass occurs in a subinterval dτ of τ. Number of passes through zero in time interval τ is described by Poisson’s distribution and autocorrelation function of binary signal at the output of ultrafast comparator is as follows [25]:
	,  (1)
	where A is signal amplitude and c average number of passes through zero per second. In proposed configuration, the average number of intersection with time axis c depends on bandwidth of wideband amplifier and the speed of comparator. Furthermore, autocorrelation function is decreasing by exponential law tends to zero with τ increasing. This means that the random process with autocorrelation function given by (1) has no periodic spectral components. 
	If binary signal at the output of comparator is sampled every To sec, where, true random binary sequence with binary symbol duration of To is generated. For example, if the number of intersections with time axis is 107 and sampling period is , the value of autocorrelation function at τ = To is 10-9. So, assumption of mutually uncorrelated samples is justified. Thus, generated binary signal can serve as entropic source.
	The proposed scheme can be used to generate true random binary sequences of high bit rates, depending on the speed of electronic circuits that process thermal noise. In applications where the speed is not crucial, proposed generator scheme can use frequency limited noise sources instead of thermal noise source. Autocorrelation of band-limited white noise is a  function, where the first null is equal to inverse value of doubled maximal frequency in the spectrum of band-limited noise. If the sampling is done at Nyquist rate, samples are mutually uncorrelated.   In this case, wideband amplifier and ultrafast comparator are not required. Band-limited noise sources occur in many electronic devices; hence, such configuration of TRBSG is very suitable for practical implementation. Especially convenient are narrowband radio channels where output signal of demodulator, when there is not present RF signal at input, provides spectrally limited noise sources which can be used for true random binary sequence generation. Convenience of this generator is that it does not require additional mapping (digital post-processing) to improve certain statistical properties.
	III. Measurements Results
	There are many different statistical tests, but no one can declare the generated sequence as “random”. It is only possible to conclude weather the sequence is showing some characteristics that the binary sequence generated from the random generator would show. NIST (National Institute of Standards and Technology) set of tests [24] is the most widely used to examine randomness of binary sequence generated by the generator. It consists of 15 different statistical tests, whose names are shown in Table I.
	In the proposed configuration, as a noise source output of radio receiver with 125 kHz channel wide is used. Based on the measured value of c (the average number of passes through zero in unit time) normalized autocorrelation function at the output of ultrafast comparator is calculated and shown in Fig.2 (curve 1). Also, autocorrelation function of noise at the output of receiver is shown (curve 2).
	TABLE I
	Results of sequences testing by nist tests
	Test
	 No.
	Test Name
	To = 5 µs
	To = 10 µs
	To = 20 µs
	To = 200 µs
	    P 
	value
	Random
	   P 
	value
	Random
	    P
	 value
	Random
	   P
	value
	Random
	1
	Frequency
	0.888
	Yes
	0.262
	Yes
	0.829
	Yes
	0.928
	Yes
	2
	Frequency Block
	1.000
	Yes
	0.945
	Yes
	0.684
	Yes
	0.822
	Yes
	3
	Runs
	0.000
	No
	0.000
	No
	0.634
	Yes
	0.593
	Yes
	4
	Longest Runs of Ones
	0.000
	No
	0.029
	Yes
	0.445
	Yes
	0.900
	Yes
	5
	Rank
	0.470
	Yes
	0.164
	Yes
	0.274
	Yes
	0.867
	Yes
	6
	DFT
	0.000
	No
	0.486
	Yes
	0.927
	Yes
	0.340
	Yes
	7
	NonOverlappingTemplateMatching
	-
	No
	-
	No
	-
	Yes
	-
	Yes
	8
	Overlapping Template Matching
	0.000
	No
	0.000
	No
	0.616
	Yes
	0.924
	Yes
	9
	Universal
	0.000
	No
	0.639
	Yes
	0.249
	Yes
	0.730
	Yes
	10
	Linear Complexity
	0.986
	Yes
	0.831
	Yes
	0.963
	Yes
	0.690
	Yes
	11
	Serial
	0.000
	No
	0.000
	No
	0.341
	Yes
	0.963
	Yes
	0.000
	0.061
	0.353
	0.974
	12
	Approximate Entropy
	0.000
	No
	0.000
	No
	0.391
	Yes
	0.724
	Yes
	13
	Cumulative Sums
	0.993
	Yes
	0.505
	Yes
	0.866
	Yes
	0.929
	Yes
	14
	Random Excursions
	-
	No
	-
	No
	-
	Yes
	-
	Yes
	15
	Random Excursions Variant
	-
	Yes
	-
	No
	-
	Yes
	-
	Yes
	Fig.2. Autocorrelation functions of binary signal at the output of comparator (curve 1) and at the output of receiver (curve 2)
	The results of NIST tests applied to generated binary signals are shown in Table I. Four different sampling periods  are considered. For each test P value is calculated and comment about randomness is given. For tests 7, 14 and 15 only comments are shown. P values are not given (-) because these tests have more than one P value (in this case 148, 8 and 18 respectively). Results show better fulfilments of NIST statistical tests with increase of sampling period. If , value of autocorrelation function does not provide   statistical   independence  between  samples.  Hence, random sequences generated with sampling periods  and  did not pass some of NIST tests. Sequences generated with sampling periods  have passed all NIST tests. Also, it is noticeable that with decreasing value of autocorrelation function, P (probability) values as indicators of randomness are generally increasing. 
	Furthermore, autocorrelation function of noise at the output of receiver (as shown on Fig.2, curve 2) shows that statistical independence between samples can be made if sampling is done in zeros of autocorrelation function which can be the subject of further research.
	IV. Conclusion
	In this paper a method for generating true random binary sequences with thermal noise source is presented. In addition to thermal noise source, this configuration allows the use of other sources of noise. Binary sequence generation rate depends on the bandwidth of the noise and the speed of electronic circuits used for noise processing. Wider noise bandwidth provides faster decreasing of autocorrelation function of signal at the input of sampling device, which allows higher random sequence generation rate. Proposed scheme with 125 kHz band radio channel as noise source without presence of RF signal at receiver’s input is realized. An average number of passes through zero, c, based on which the autocorrelation function of signal at the output of comparator is drawn, is measured. For sequence generation, different sampling periods  are considered. Sequences are tested according to NIST procedure. Sequences generated with sampling periods  have passed all NIST tests. This value of corresponds to 10-3.
	Finally, the proposed solution is suitable for practical implementation, especially in case when spectrally limited noise source is available and there is no strict demand on sequence generation rate.        
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	Service Specification and Negotiation in Multi-Provider Networks: the Bilateral Approach
	Slavica V. Boštjančič Rakas1, Mirjana D. Stojanović2
	Abstract – In this paper, we propose a framework for SLA specification and negotiation in next generation networks. The framework encompasses a general service level specification format and conformance matching rules. The proposed specification format allows administrators to describe service classes in their own domains independently of the network technology and the applied QoS model. We further define and investigate a conformance matching scheme (CMS). The objective of CMS is to assess the degree of correspondence between the required and offered QoS at the network-to-network interface. We also present a numerical example and the prototype implementation that demonstrate operating of the proposed framework.
	Keywords – Next generation network, Quality of service, Service class selection, Service level agreement, Service negotiation.
	I. Introduction
	End-to-end quality of service (QoS) provisioning is one of the key requirements for deployment of next generation networks (NGN).  The NGN environment may encompass a set of independently administered domains, each implementing different QoS model with its own set of service classes and mechanisms for QoS provisioning. Well known examples of existing set of service classes are those of Integrated Services (IntServ), Differentiated Services (DiffServ), IP network QoS class definitions by the ITU-T, and service classes for the Universal Mobile Telecommunication System (UMTS). 
	Technical issues in the delivery of interprovider QoS have been addressed in [1]. They encompass the need for common service class definition across providers, service specification forms, set of performance metrics and performance monitoring.    Besides,    three    basic   approaches   regarding interconnection have been outlined, namely the bilateral, cooperative and third-party (3P) models. The bilateral model assumes that two providers interconnect at one or more points, and implement customized business processes and mapping between their service classes. This model is the most widely deployed at the moment. The cooperative model represents a generalization of the bilateral model, in which several providers should agree on certain basic mechanisms required to  achieve  the  interprovider  QoS. In  the 3P model, the third 
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	party connects to the providers at various points, and is responsible for mapping of service classes, business processes, and performance monitoring [2], [3]. 
	Regardless of the applied model of interconnection, there is a need for QoS negotiation between the customer and the provider, which results in a service level agreement (SLA). SLA defines all technical, financial and legal aspects related with a particular service. Service providers can make use of electronic SLAs to promote and offer their services while customers are able to formalize their service level requirements through SLAs [4].
	This paper addresses the problem of bilateral SLA specification and negotiation in the NGN environment. Since the SLA structure and format have not been standardized, possible solutions are discussed particularly with respect to algorithms for SLA mapping at the network-to-network interface. We propose a framework for SLA specification that allows administrators to describe services in their own domains independently of the network technology and the applied QoS model. We further define and investigate a conformance matching scheme (CMS) with the objective to determine the degree of correspondence between the required and offered service level. The framework also encompasses a functional model of SLA negotiation. Finally, we briefly describe the prototype implementation of the proposed framework. 
	II. QoS Management Issues
	Requirements for end-to-end QoS, reliability and network survivability cause new approaches for design and development of a network management system. There is a need for: 
	• definition of new management architectures;
	• developing of new methods and software tools for management automation;
	• developing of hardware and software platforms that allow for efficient implementation of fault, configuration, accounting, performance and security (FCAPS) functionality.
	Service management aims to achieve common understanding between the user and provider through managing service level expectations and delivering and supporting desired results. IT-based services, or business services based on IT, may be delivered directly to the user or to the general public on behalf of the user (e-government). Service providers may be internal or external to the user organization. In general, the same principles apply, except that for internal provision the contractual arrangements will not have legal force.
	In a NGN service supply chain, the service user, the service provider, and the network operator interwork with each other for service provisioning, service assurance, and service billing [5]. Service management information may be exchanged across different interfaces (end user – service provider, service provider – service provider, etc.). 
	ITU-T recommendation M.3341 [6] defines functions and interfaces required to manage end-to-end QoS for the complete service life cycle, consisting of at least five phases: planning and development; negotiation and sales; implementation; operation and maintenance; periodic assessment of the QoS of a service.
	III. General structure of the sls 
	The technical part of the SLA is often called service level specification (SLS). We do not propose any particular SLS template. Instead, considering the ITU-T recommendation M.3342 [7] and propositions from [8] and [9], we assume a general structure of the SLS, as illustrated in Fig. 1. SLS is composed by three main parts: the traffic flow specification, traffic profile specification and QoS specification. Each part contains a set of descriptors and their associated parameters that describe the required service class according to technical agreements between the 3P agent and each involved domain. This general structure is independent of the network technology (e.g. wired, wireless) and the applied QoS model.
	Fig. 1. General structure of the SLS
	Traffic flow specification describes the individual traffic flow in terms of the type of communication (one to one, one to many, many to many) and the 5-tupple in the IP packet header (source and destination addresses, port numbers and transport protocol type). Traffic profile specification represents the set of traffic flow properties. It may include parameters like packet size, peak and/or average bit rate, peak and/or average burst size, time-to-live, resilience, treatment of the excess traffic etc. QoS specification may encompass a variety of performance metrics. For example: delay, round trip delay, jitter and packet loss probability (all values are defined from ingress to egress point). The customer marks each required QoS parameter with the appropriate relevance factor, i.e. mandatory or preferential. Parameter marking is essential for the process of class selection, as will be explained in details in the next subsection. 
	In addition to the three previously described parts, SLS typically contains requests for service schedule and service renegotiation.
	IV. A Framework for SLA Negotiation 
	The proposed functional model of SLA negotiation is illustrated in Fig. 2. The SLS template should be disseminated to users for purpose of service negotiation. At the user’s side, the model assumes coexistence of both QoS-aware and legacy applications at the customer premises. QoS-aware applications access the QoS signaling protocol entity through QoS application programming interface (API) to forward their requirements to the provider. For legacy applications, QoS access interface should be manually configured. User requirements are typically specified in an informal manner (e.g., qualitatively rather than quantitatively). The translator entity within QoS access interface is responsible for mapping informal user requirements to a formal request and vice versa. 
	It should be emphasized that this functional model does not assume any particular signaling protocol (e.g., Resource Reservation Protocol, Next Steps In Signaling, or some proprietary protocol). Instead, we make use of the fact that all QoS signaling protocols rely on “Request/Response” paradigm and suppose a generic protocol with two basic types of messages: Request and Response. Request message carries user requirements for a particular service in terms of service level specification, with the associated parameters and descriptors. Response message carries either the answer from the provider: positive, negative or request for service re-negotiation. 
	Fig. 2. A functional model of SLA negotiation 
	At the provider’s side, QoS signaling protocol entity accepts Request message, extracts relevant traffic and QoS parameters and forwards them to the Class selector, through the internal primitive QoS request. Class selector is responsible for evaluating user requirements with the set of service classes offered by the provider and finding the most suitable class for ingress traffic flow that will provide required QoS level. Network resource manager (NRM) decides about the admission of new traffic flow and allocates resources (bandwidth, buffer space, etc.), according to QoS requirements and the state of network resources. Based on that decision, Class selector generates the appropriate internal primitive QoS response, which is further mapped to Response message in QoS signaling protocol entity. All negotiated SLAs are stored in the SLA repository.
	V. Conformance Matching Scheme 
	In this section we describe the algorithm for implementing the Class Selector functional block, namely the Conformance Matching Scheme (CMS).
	Figure 3 presents the functional block diagram of the CMS algorithm. CMS assumes that administrators use the previously described general SLS format for detailed characterization of each service class in their own domains and, particularly, the assigned parameter relevance (mandatory, preferential, irrelevant). Mandatory parameters must be satisfied during classification. Preferential parameters are analyzed if CMS gives more than one class at its output, with the aim to facilitate proper choice of class. Irrelevant parameters are ignored during conformance matching.
	CMS performs automatic selection of the appropriate service class based on general SLS parameters and specification of all service classes that are available in a particular network. It establishes the most appropriate degree of correspondence (DC) between the requirements for a particular session and a class from the available set of service classes.
	Fig. 3. A functional model of SLA negotiation
	CMS focuses on satisfying mandatory SLS parameters, with minimum resource and time consumption. After the calculation of DC value for each mandatory parameter, an overall DC value for every candidate class is calculated and class with the overall DC value closest to perfect conformance is selected. DC value must satisfy a predefined threshold to restrict the set of candidate classes to those with satisfying values of all mandatory parameters. If two or more classes satisfy the required QoS, the CMS forces selection of the class that most tightly conforms to the required SLS. If two or more classes have the same DC value, CMS calculates DC values of preferential parameters for each of concurrent classes and then the maximum DC value of preferential parameters determines the class that gives the best correspondence to required SLS parameters. 
	We further present a numerical example that demonstrates operating of the CMS. Let us consider an example of the network consisting of two administrative domains (AD1 and AD2). Specification of service classes is presented in Table 1. Even though this example of class specification is common, it may correspond e.g. to UMTS and DiffServ domains, respectively, in a real network. Suppose a distributed data base application which negotiates SLA 1 with the AD1. Suppose that SLS 1 requirements for packet loss probability and delay are PLP1=2*10–3 and D1=1000ms, respectively. PLP is a mandatory parameter, while D is a preferential parameter. According to class specification from Table 1, this traffic flow is associated to class C13 of AD1.
	TABLE I
	Example of class specification
	Domain
	Service class
	Delay (ms)
	Jitter (ms)
	Packet loss rate
	AD1
	C1,1
	(100 
	(20
	(10–4 
	C1,2
	(300 
	(80
	(10–3
	C1,3
	(400 
	– 
	(10–3
	C1,4
	–   
	–
	(10–2
	AD2
	C2,1
	(100 
	(10
	(10–5
	C2,2
	(400 
	(40
	(10–4
	C2,3
	(600
	– 
	(10–4
	C2,4
	(800 
	–
	(10–3
	C2,5
	(1000
	–
	(10–3
	C2,6
	–
	–
	–
	Fig. 4. The process of class selection using CMS  
	Further, SLA 2 is negotiated between the domains AD1 and AD2. According to rules for composition of performance metrics [10], SLS 2 requirements are as follows: PLP2=10–3 and D2=600 ms.
	The process of class selection is illustrated in Figure 4. We can observe that all AD2 classes except C26 satisfy the required threshold value (tr=0.6), while C24 and C25 show perfect DC conformance. Now, since there are two classes with equal DC values, CMS calculates DC values of preferential parameter (D) for those two classes and obtains 0.75 for C24 and 0.6 for C25. Therefore, the closest conformance is achieved for class C24. 
	VI. The Prototype Implementation 
	The prototype of proposed framework has been developed for PC Windows environment, using object oriented design and C++ programming language. Modular design provides a high level of portability and also enables efficient upgrade and customization. The application consists of the set of windows that appear alternatively after selection of appropriate commands (menu items, program buttons or shortcuts from the keyboard). 
	At the moment, the prototype supports manual configuration of QoS parameters through access interface that is called User agent (Figure 5). It allows creating of password protected user entry, specification and negotiation of a new SLA, service re-negotiation through modification of the existing SLA, inspection of the negotiated SLAs and cancellation of the SLA. It allows authorized users to specify the level of required service. Then it forwards the QoS request to the Class selector agent, which performs automated selection of the appropriate service class based on SLS parameters and specification of all service classes that are available in a particular network. It implements conformance matching scheme – CMS, which executes conformance check to find the most suitable class for ingress traffic flow that will provide the requested end-to-end QoS performance. 
	Fig. 5. The User Agent – an example of service negotiation 
	Class selector initiates NRM which decides about the admission of new traffic flows and resource allocation, according to QoS requirements and the state of network resources. For that purpose classification of ingress flow is needed, which is performed by the CMS. NRM entity returns a reply whether SLA request is accepted, denied or renegotiation for a service of worse performance is suggested. Based on the reply, a report for the user is created. If QoS request is accepted or is in status of renegotiation, specified SLA is created and stored in the appropriate repository.    
	Administrator agent implements a search engine by defined criteria like user name, service class, etc. It allows network administrator to access all user entries and SLA repository and inspect all of data related with users and their associated SLAs, as well as to cancel user entries and/or their associated SLAs. 
	VII. Conclusion 
	One of the most obvious challenges in delivering inter-provider QoS is the lack of common service class definitions across providers. At the moment, standards for SLS formats are still missing, as well as a recommendation for a formal descriptive language that should be used for representation of SLS. Those issues are of key importance for developing QoS-aware applications and access interfaces, for achieving the inter-provider QoS and also for facilitating an automated service and network management.
	This paper proposes a technical framework for SLA specification and negotiation in an all IP environment that is intrinsic for next generation networks. The framework relies on a formal definition of general service level specification independently of particular network features (wireless/wired, fixed/mobile, QoS architecture, signaling protocols). Automated mapping of service classes at the domain boundaries should be performed by an efficient conformance matching scheme in the sense of optimal domain resource utilization. Architectural design and implementation of a prototype management system based on the proposed framework has also been described. The system includes configuration of SLS parameters, class selector and a set of administrative functions. 
	The proposed prototype can easily be customized according to some specific needs of service providers. It can also be helpful in specification and development of new business models for service providers, suitable to stay competitive in the deregulated telecommunications market. 
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	An Analysis of Performances of Multi Channel Routing Protocol Based on Different Link Quality Metrics 
	Marija Z. Malnar1, Natasa J. Neskovic2
	Abstract –In this paper performances of the Multi Channel Routing (MCR) protocol are analyzed. This is a protocol for multi-channel multi-interface wireless mesh network (WMN), so it must have a certain channel switching algorithm. The main goal of the routing protocol in WMN is to achieve the best possible quality and efficiency of data transmission between the nodes in the network. Because of that, different parameters have to be included in the calculation of link cost (link metric). In the paper different link metrics which MCR routing protocol could use are described and compared, taking into account throughput and delay through the mesh network. These metrics are: ETX (Expected Transmission Count), ETT (Expected Transmission Time), MIC (Metric of Interference and Channel-swhiching and WCETT (Weighted Cumulative ETT) metric. In addition, to get as real results as possible, link quality between two nodes was calculated using the indoor propagation model. Simulation results are obtained from the practical implementation of MCR routing protocol, for each of these metrics and real indoor propagation model in Glomosim simulator.
	Keywords – Mesh networks, MCR routing protocol, indoor propagation model, metric.
	I. Introduction
	Wireless mesh networks (WMN) have demonstrated their potential in a variety of applications, from community networks to public safety and crisis management [1, 2]. WMNs are intended to be self-organizing networks. Also, they have self-configuring, self-healing and in some degree self-optimizing abilities [3]. 
	Routing protocols play the main role in managing the topology creation, configuration and maintenance of the network. Protocols define routing metrics which are responsible for determining paths in a network [4]. 
	One of the basic routing protocols for WMN is DSR [13] (Dynamic Source Routing) protocol. DSR is a single interface single channel protocol. There are many modifications of DSR routing protocol in the literature based on generating link weights. In addition, multi-channel and multi-interface modifications of DSR protocol exist.
	 Numerous routing protocols for WMN have recently been proposed with the goal of optimizing network performance [1, 2]. All of them give different results for throughput, latency, packet loss probability, network gain, etc. [5, 6]. One of the protocols for multi-channel multi-interface WMN is the MCR protocol.
	Many papers use the two ray propagation model for analyzing performances of routing protocols and metrics instead of the real indoor propagation model, which is used in this paper. The main goal of this paper is a comparative analysis of the throughput and delay of several metrics for MCR [7, 8] routing protocol: ETX [9], ETT [10], MIC [11] and WCETT [10]. All theses metrics, together with the MCR protocol and real indoor propagation model are implemented in Glomosim simulator [12].
	This paper is organized as follows. In the second section a short overview of the MCR routing protocol used in WMN is given. In third section a channel switching algorithm is described. ETX, ETT, MIC and WCETT metrics are described in the fourth section. In the fifth section real indoor propagation model is described. The sixth section gives the description of the parameters used for analyses performed in Glomosim simulator and of the results of throughput and delay for all simulated metrics. Concluding remarks are given in the section seven.
	II. MCR Protocol Used in WMN
	Most of the commonly used routing protocols, such as DSR [13] and AODV [14], which select shortest-path routes, may not be suitable for multi-channel, multi-interface networks. Therefore, in this paper multi-channel multi-interface protocol MCR is considered. MCR protocol is a modification of the DSR protocol.
	The route discovery process is initiated by a source node, which broadcasts a Route Request (RREQ) packet over all channels. Each new route discovery initiated by a node uses a unique sequence number which is included in all RREQ packets. The RREQ packet sent by a node X over a channel c contains: metric of all previous links on path till node X, switching cost for every node, channels used on all previous hops and the switching cost of channel c at node X. After receiving a RREQ, a node can compute link metric of the previous hop based on the previously measured link loss rate (or some other criteria used in link metric). An intermediate node re-broadcasts the RREQ in the following two cases: 
	1. The sequence number in the RREQ is being seen for the first time. In this case, the cost of the previous path (path which is already written in received RREQ) is stored in a local table. 
	2. The cost of the already discovered path in the RREQ is smaller than the cost viewed in all earlier RREQs with the same sequence number. 
	A lower cost RREQ may traverse a longer path, and reach an intermediate node after a higher cost RREQ has been forwarded. Therefore, the second condition, not present in DSR, is required to improve the probability of discovering the path with the lowest cost. When the destination receives a RREQ, it responds with a Route Replay (RREP) only if the cost of the received RREQ is smaller than of the other RREQs (containing the same sequence number) seen till then. A new route discovery is periodically initiated (the period is set to 20s in simulations) to update the costs of known routes, even if they are not broken. This mechanism, called “Route Refresh” (not present in DSR), ensures that the route costs are refreshed and new, lower cost routes, if any, are discovered. The routing protocol retains other features of DSR, such as route repair using RERR (Route Error) messages.
	III. Channel Switching Used in MCR Protocol
	MCR protocol requires the existence of an channel switching algorithm [7, 8]. This algorithm defines on which channel would each interface work, and how would interfaces switch from channel to channel. For that reason a new hybrid interface assignment strategy is used. The assumption is that each node has F interfaces who work at fixed F channels, and these interfaces are called “fixed interfaces”. The fixed interfaces stay on the specified channel for long durations of time. The remaining interfaces can frequently switch between any of the remaining channels, based on the data traffic, and these interfaces are called “switchable interfaces”. Different nodes assign their “fixed interfaces” to different channels, thereby ensuring all available channels are occupied.
	To illustrate communication between the nodes, consider three nodes: X, Y and Z. Assume that the nodes have two interfaces, one fixed, and one switchable. Node X has fixed interface on channel No. 1, node Y, on channel No. 2, and node Z on channel No. 3. Node X wants to send packet to node Z over the node Y. First, node X must switch its switchable interface to channel No. 2, and send a packet to node Y. Node Y will receive the packet on its fixed interface (which is working on channel No. 2). Then the node Y must switch its switchable interface to channel No. 3 (on which fixed interface of node Z is working). 
	To achieve this connectivity, a coordination protocol between the nodes is required. With that simple protocol every node in the network will know on which channels fixed interfaces of all its neighbors are working. This protocol will help some new node X in the network choose channel for its fixed interface. In addition, it will ensure that neighbors of a node X know about the fixed channel used by X.
	This protocol is based on exchanging “Hello” packets between the nodes. “Hello” packet is a probe packet used in MCR protocol. “Hello” packet is periodically broadcasted in the network (that means that it is send through all channels at all nodes). When some node X is new in a network it would randomly choose some channel for its fixed channel. Then, through its switchable interface it would send first “Hello” packet to all nodes in range. This packet will have only information about fixed channel of the node X. In short time, node X will receive “Hello” packets from its neighboring nodes. In each of the packets there will be information about which fixed channel each neighbor of the node X is using. Based on that, node X will stay on its fixed channel, or it will change it, if that channel is too occupied in the neighborhood of node X. If node X changes its fixed channel, it will announce that in the next “Hello” packet to other nodes. 
	MCR protocol can use different link quality metrics. The most common metric used in mesh networks is ETX metric while the other metrics are modifications of ETX metric used to improve performances of routing. In this paper ETX, ETT, MIC and WCETT will be compared.
	IV. Metrics Used for MCR Protocol
	Routing Metrics are the most important factor in determining the efficiency and robustness of the routing protocols. They compute the cost of a particular route using relevant parameters. In this paper four metrics, ETX, ETT, MIC and WCETT, are described and simulated. All these metrics choose the path with minimal cost.
	ETX (Expected Transmission Count) metric estimates the number of retransmissions needed to send uncast packets by measuring the loss rate of broadcasted packets between pairs of neighbouring nodes. Details of estimation ETX for every link are described in [15], but some modifications are implemented. In [15], LPP (Loss Probability Packets) were broadcasted every τ seconds. In MCR protocol “Hello” packets are already periodically broadcasted, so there is no need to broadcast another probe packet. For that reason, complete procedure of computing ETX with LPP packet, as it is described in [15], is used in MCR, but with “Hello” packets. 
	However, MCR protocol works for multi-channel, multi -interface networks, so it is difficult to measure the loss rate between two nodes X and Y on all channels, using the approach from [15]. It is assumed in MCR that the number of interfaces may be smaller than the number of channels, so node won’t be able to listen on every channel. Node X can measure the packet loss probability only on its fixed channel, because that is the only channel on which the node X is always listening. Based on that, node X can count the number of “Hello” packets sent by its neighboring node Y. Than node X can compute forward loss probability from Y to X on a fixed channel of node X, but it cannot compute reverse probability from X to Y on the same channel. For that reason, in [7] for computing ETX, a simplifying assumption that reverse loss probability is equal to the forward loss probability, pr=pf., was made.
	ETT (Expected Transmission Time) [10] metric is a modification of ETX metric which is taking into account different link capacities. ETT metric is defined as expected transmission time that is needed for successful transmission of packet over the MAC layer. For a given link, first the ETX is computed, and then ETT is computed as ETT=ETX(S/B, where S is the average packet size, and B is the link data rate.
	MIC (Metric of Interference and Channel switching) metric [11] has two components: Interference aware Resource Usage (IRU), which counts inter-flow interference, and Channel Switching Cost (CSC), which counts intra-flow interference in link metrics. 
	IRU metric is defined as:
	 (1)
	where  is a set of neighboring nodes of node X, which interfere with node X when it transmits on channel c,  is total number of neighboring nodes which can make interference when data is transmitting from node X to node Y over channel c. IRU counts time when channel c is used by neighbors of nodes X and Y, representing inter flow interference.  
	CRC metric is defined as:
	 (2)
	where prev(X) is previous node of node X, CH(X) is channel which node X uses for transmitting data to next node. The relationship  uses the fact that using the same channel at nodes X and prev(X) will make more intra flow interference than using different channels. 
	Combining IRU and CRC, MIC of a path can be defined as:
	          (3)
	where Nn is the number of nodes in the network, and minETT is the smallest ETT in the network.
	WCETT (Weighted Cumulative ETT) metric is a modification of the ETX metric, so that WCETT of a path is computed as:
	              (4)
	where , and Xj is the number of times that channel j is used along path p. In simulation the value of 0.5 is used for β.
	V. Indoor Propagation Model
	The real indoor propagation model is used in order to better understanding of propagation conditions in an environment in which a mesh network is implemented. This model is an implementation of the propagation model proposed in [16] for specific indoor surroundings, and details are in [17].
	The first goal is to compute parameters for different types of rooms and walls that contribute to link loss. In [17], it is described how parameters of eight different types of rooms, and loss of a wall are computed. All measurements were done on real network at Faculty of Electrical Engineering in Belgrade.
	After computation of the parameters, this real indoor propagation model with known parameters was used for simulation of propagation in the network.
	Equation that describes loss between two nodes is:
	 (5)
	Pt and Pr are powers at transmitter and receiver, Gt and Gr are gains of transmitter and receiver anntena, λ wave length, d0 length of signal propagation till first barrier,  d1 ... dq-1 lengths of signal propagation through rest of surroundings, Nw the number of walls on a path, Lw loss of one wall, and m1,...,mq-1 parameters of different rooms. Every equation is formed based on analysis of route from transmitter to receiver. If the wave doesn’t go through some type of sourroundings along the route, the corresponding term is omitted from the equation.
	VI. Simulation Results
	For analysis of throughput and delay in the network Glomosim [12] simulator was used. Indoor propagation model, MCR protocol, ETX, ETT, MIC and WCETT metrics have all been implemented in Glomosim simulator. In Fig. 1, a network of 8 static nodes, placed in a 120m×42m area which is analyzed, is shown. Indoor propagation model was used in the simulation. Channel data rate was 2Mbps. Each node had two 802.11 radio interfaces and the whole network was working at 3 different channels. 
	Input data for each simulation, in addition to the information mentioned above, also included a transmitter node, a receiver node, the number of TCP packets which had been sent, and the metric which had been used. Since simulation was performed for four metrics, eight nodes, and transfer of 2 and 4 TCP packets, there were 448 simulations. For each of the metrics simulation was done 112 times. For each pair of nodes, the transfer of 2 and 4 TCP packets was simulated. So, for one metric, 56=8*7 simulations were made for 2 TCP packets, and 56 simulations for 4 TCP packets. The duration of each simulation was 400s.
	Fig.1. Example of network with 8 nodes for which simulation of all four metric is done.
	In Figs. 2-5 simulation results for all four simulated metrics are shown. The throughputs for simulated metrics, when two and four packets are sent, are shown in Figs. 2 and 3, respectively. The median throughputs are 343.667kbps, 343.987kbps, 345.246kbps, and 344.345kbps for ETX, ETT, MIC and WCETT metrics, respectively, when two packets are sent, and 432.678kbps, 432.978kbps, 436.674bps, and 434.345kbps, when four packets are sent.
	Fig.2. Throughput for all metric when two packets are sent
	The throughput has greater value when four packets are sent. This can be explained with the fact that procedure of discovery of optimal route always lasts the same time, and uses the same resources. Once the route is found, a greater amount of data is sent by that route when four packets are sent, so the throughput has a greater value.  
	Apart from throughput, network delays were also compared. Results are shown on Figs. 4 and 5 when two and four packets are sent, respectively. Delays are: 12ms, 12ms, 9ms, and 10,5ms for ETX, ETT, MIC and WCETT metrics, respectively, when two packets are sent, and 17ms, 17ms, 11ms, and 13ms, when four packets are sent.
	Fig.3. Throughput for all metric when four packets are sent
	Fig.4 Delay for all metric when two packets are sent 
	As it can be seen, MIC metric gives the best results. This is expected, because in MIC both the influence of inter and intra flow interference contribute to the path cost. After MIC, the next best result is with WCETT metric, which is expected too, because this metric takes into account different channels over the path. Delay is the smallest with MIC metric. After MIC, the next smallest delay is with WCETT. Both MIC and WCETT metrics use ETT (ETX) for computing metric of the path. Because of that, there are no additional measurements (such as sending some new probe packets) and the better path is chosen, so the delay is smaller. 
	Fig.5. Delay for all metric when four packets are sent 
	VII. Conclusion
	In this paper MCR protocol which uses ETX, ETT, MIC and WCETT metrics was analyzed. MCR protocol and all four metrics were implemented in Glomosim simulator and results were compared based on throughput and delay in the network. For this purpose, simulation was done over network with 8 static nodes, which were placed over the area of 120m×42m. Radio link quality between two nodes was counted taking into account real propagation model, which was implemented in Glomosim simulator, too. Results of simulation have shown that MIC metric gives better results than the other metrics for both parameters: throughput and delay. The reason for this is that MIC takes both inter and intra flow interference into account.
	All these metrics are based on the ETT metric, which is based on ETX. In literature there are many more modifications of the ETX metric. Also, in the literature the two ray propagation model is always used as a propagation model, and it doesn’t give realistic results for the indoor surroundings. For that reason the real indoor propagation model was used, and it gave more accurate results. 
	The future research will be based on implementing a new metric for WMN, which would take into account how indoor propagation model influences the choice of an optimal route in the network, and how to get a better throughput. 
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	Design Aspects of Mobile Telemetry Application Protocol
	Elitsa D. Gospodinova1, Ivaylo I. Atanasov1, Evelina N. Pencheva1
	Abstract – In this paper design aspects of application layer protocol for mobile telemetry are studied. The main design requirements include access independency and low power consumption. The protocol is on the top of Internet Protocol and has a layered structure. It provides mechanism for reliable message transfer using the transaction concept. The core protocol functions are domain specific and they are described by processes that use client and server transactions. The expected protocol latency is evaluated.
	Keywords – Internet Protocol connectivity, Mobile telemetry, Transactions, Authentication
	I. Introduction
	The mobile telemetry uses mobile data for remote information measurement and reporting. The range of applications encompasses from telemedicine to variety of green technologies. 
	The requirements to mobile telemetry protocols are subject of intensive research studies. Different aspects of telemetry functions and their implementations in mobile agents are discussed in [1], [2], [3] and [4]. One of the main issues of mobile telemetry concerns security. The proposed security mechanisms include authorization through digital certificates in virtual private networks [5], security policy assigning new identification numbers [6], location privacy and pseudo-direct communication, which can be incorporated into the distributed authentication protocol [7], authentication and privacy by using public keys to certify the identity of parties [8] and other. The proposed solutions are applicable to mobile hosts like personal computers having relatively high computational power and onboard energy supply. Smart solutions require reduction of energy budget, autonomous operation and battery-powered which calls for usage of energy efficient transmission methods [9]. 
	In this paper, we study the design aspects of application layer protocol that can be used for mobile telemetry. The protocol is based on Internet protocol (IP) connectivity that may be obtained by means of any cellular or wireless network. This feature makes the protocol access independent. The protocol exploits the client-server model. 
	The paper is structured as follows. In Section II we present the protocol architecture. Section III represents the layered protocol structure. Security related functions are defined as processes in Section IV. The transaction concept is presented as client and server state machines in Section V. The protocol latency is evaluated briefly in Section VI.
	1The authors are with the Faculty of Telecommunications, Technical University of Sofia, Kliment Ohridski 8, 1000 Sofia, Bulgaria, E-mails: ed_gospodinova@tu-sofia.bg; iia@tu-sofia.bg; enp@tu-sofia.bg
	II. Protocol Architecture
	The main requirements to application layer mobile telemetry protocol include: access independency which calls for IP connectivity, operation with low energy consumption, and secure data transfer.
	A mobile telemetry system is consisted of a central control unit that handles information gathering from multiple mobile sources and a set of mobile agents capable of domain data monitoring and measurement reporting. 
	The control unit (CU) plays an important role in registration of mobile agents. It is responsible for management of the operation modes of measuring and reporting. The CU has to store data for mobile agents and operation-related data of the telemetry system. The data stored in the CU include identities of the mobile agents, registration information and parameters related to the monitoring and reporting modes. The CU stores a secret key for each mobile agent used to generate data for authentication, ciphering and integrity check. In addition to functions related to security, the CU needs to store the measurement database or to provide interfaces to a measurement data repository if standalone solution is chosen.
	The mobile agent (MA) belongs to the class of embedded devices, equipped with sensor(s), positioning module, data transmission module and power supply module. The main requirement to the MA is to operate using as low energy as possible.
	Being an application layer protocol, the mobile telemetry protocol makes use of transport-layer protocols. User Datagram Protocol (UDP) as a transport does not offer a reliable message-delivery service. Therefore, the mobile telemetry protocol, when forwarding a message to the UDP for transmission, has to expect that the message may not reach the destination. In order to cope with this limitation when using UDP, the mobile telemetry protocol must implement, as part of itself logic that guarantees the delivery of the messages. This logic basically utilizes retransmissions of messages upon expiry of timers in order to increase the probability of successful message delivery. The novelty of the proposed solution in comparison with existing ones [4] is the usage of a transaction concept in order to provide reliable message transfer. This is explaned in the next sections.
	III. Mobile Telemetry Protocol Structure
	The mobile telemetry application protocol has a layered structure to support core protocol functions and reliable message transmission. The protocol behavior is described as a set of fairly independent processes with a loosely coupling between them. The processes at each sub-layer obtain services from the processes below and provide services to the processes above. Higher sub-layers are closer to the application logic, whereas lower sub-layers are closer to the next layer in the IP protocol stack. 
	 Mobile telemetry core sub-layer provides logic specific to mobile agent or control unit. At the mobile agent side, the sub-layer contains mobile agent client and mobile agent server. At the control unit side, the sub-layer contains control unit client and control unit server.
	 Mobile telemetry transaction sub-layer contains logic common for both mobile agent and control server. It is required for reliable message transfer. It comprises two components: client transaction and server transaction.
	 Mobile telemetry transport sub-layer is responsible for encoding/decoding of mobile telemetry protocol messages and their actual transmission and reception. It has two components: client and server transport.
	IV. Core Protocol Functions
	The protocol functions include: mobile agent registration, management of operation mode, measurement data reporting. The core protocol functions require authentication. The protocol follows the pattern of client-server.
	The MA client generates requests related to registration, and reporting, sends requests to the control unit server, and receives responses to these requests. The CU server receives requests related to registration and reports from the MA client, generates responses to these requests and sends responses to the MA client. The CU client generates requests related to authentication, notification, configuration or modification of MA operation mode, sends requests to the MA server, and receives responses to these requests. The MA server receives requests related to authentication, notification, configuration or modification of operation mode, generates responses and sends responses to the CU client. 
	The application logic for MA and CU is defined as a set of processes related to registration, notification, configuration and modification of mobile agent operation mode, and reporting. The authentication procedure is a part of core network functions, excluding measurement data reporting. Fig.1 shows the message flow between the mobile agent and the control server in context of a registration.
	The MA requests registration in a role of a client. The CU behaves as a server in registration procedure. In a role of client, the CU requests authentication. The MA behaves as a server in the context of authentication and sends the calculated response to the CU. A simplified MA registration process is shown in Fig.2. When the mobile agent is switched on, it creates a Client Transaction process which will be responsible for reliable message transfer. The MA sends a Register request to start the Client Transaction process. An authentication request from the transport sub-layer leads to invocation of MA authentication procedure. On receiving Register response, the MA informs the mobile telemetry application and if the registration is accepted, the MA set the timer for periodic registration and enters the Registered state. In case of authentication error, the CU Registration process informs the MA that the registration is rejected. Any transport errors are reported to the application logic in the MA. 
	The serving CU registration process is shown in Fig.3. On receiving register request, the Registration process in the CU invokes the CU Authentication procedure. When an authentication response is received, the CU registration process acknowledges the registration to the MA, and sets a timer for periodic registration. As the periodic registration is always initiated by the MA, if the registration timer expires, the CU Registration process marks the MA as implicitly unregistered. 
	The CU Authentication procedure shown in Fig.4 is invoked by application processes representing core protocol functions. The CU Authentication procedure creates a Client transaction, generates a challenge, calculates the authentication token used for mutual authentication, and sends an authentication request to the MA. On receiving the authentication response sent by the MA, the CU compares the received authentication response with the expected one and sends an Authentication response or Authentication error depending on the authentication result. 
	On receiving an authentication request, the MA verifies whether the CU is authorized to request an authentication using the authentication token is sent in the authentication request. If the CU is authorized to request the authentication, the MA calculates its response using the challenge, and sends an authentication response message to the CU. If the CU is not authorized to request an authentication, the MA rejects the authentication. 
	V. Transaction Processing
	The mechanism that is used in order to implement the reliable message delivery to/from the application layer is based on the transaction concept. The mobile telemetry protocol message is either a request or a response. A mobile telemetry protocol transaction consists of a single request and any response to that request. The protocol transaction sub-layer assures reliable message delivery within each transaction. It contains the logic needed to handle initial message transmission and further re-transmissions. The MA client, MA server, CU client and CU server are transaction users (TU). The state machines of Client transaction and Server transaction are shown in Fig.5 and Fig.6. While client transaction processes are created by the TU, the server transaction processes are created by the transport sub-layer.
	The transactions implement a two-way handshake. For unreliable transport, requests are retransmitted by the client transaction at specified intervals (timer A). The interval is doubled until it hits 4s. When the Client transaction enters Done state, it sets timer B to fire in 5s. Timer B represents the amount of time it will take to clear late messages between client and server transactions. The duration of the whole transaction has not to be longer than 32s (timer C). 
	On the other hand, the server transaction will retransmit responses if a new request arrives. Once a response has been sent by the server transaction, it will wait for some time (timer D) to see if it receives next retransmitted request, which would indicate that the response was not delivered successfully. After timer D expires, the server transaction is terminated.
	VI. Mathematical Model
	In order to evaluate efficiency of the proposed mobile telemetry application protocol, the metric used is transaction latency time. The mathematical model is using the following notations. The message loss rate is (, N is the maximum number of messages within given client transaction, T is initial timeout before the first re-transmission, T* is maximum timeout between two transmissions, Tmax is maximum transaction duration, t is transport delay, tp is server processing time. 
	The probability of successful transaction termination in exactly k transmissions is:
	  (1)
	Then the transaction delay in k transmissions is given by
	  (2)
	  (3)
	The probability of unsuccessful transaction after N retransmissions is:
	  (4)
	The overall expected transaction latency is:
	  (5)
	For (=10-3, t=100 ms, tp=50 ms and timer values in Fig.5 and Fig.6, the expected transaction latency is W=251.006 ms.
	VII. Conclusion
	The paper studies the design aspects of a new application layer protocol for mobile telemetry. The main requirements concerning access independency and low energy consumption impose more efficient mechanisms to be used in comparison with existing IP-based solutions. In order to be transport independent the application layer protocol need to provide mechanisms for reliable message transfer. We propose a transaction concept to provide reliable message delivery toward the application layer. In order to provide security of mobile telemetry data, the protocol incorporates functions for authentication. We suggest mutual authentication to be used to verify the identity of central control unit and the mobile agents. We evaluated the expected protocol latency introduced by the transaction concept.
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	Predicting the Churn of Telecommunication Service Users using Open Source Data Mining Tools
	Srdjan M. Sladojevic1, Dubravko R. Culibrk2, Vladimir S. Crnojevic3
	Abstract – The paper presents a study focused on the problem of predicting the churn of telecommunication-service users. The transition of customers (users) to competitors is a significant business problem in areas with poor market differentiation of products and services, which is particularly evident in the market of telecommunication services. The paper evaluates the applicability of commonly used methods of data mining, available within a widely used data mining tool, to the problem. Experiments presented in the paper have been conducted based on real-world data provided for research purposes by Orange telecommunications company. Results indicate that boosting of simple classifiers achieves best results and that open-source tools can achieve performance very close to the best proprietary solutions. 
	Keywords – Churn, Users, Data Mining.
	I. Introduction
	The transition of customers (users) to competitors is a significant business problem in areas with poor market differentiation of products and services, which is particularly evident in the market of telecommunication services. The phenomenon is usually referred to as churn. A telecommunications company, which could predict a possible transition of users in time, would be able to take effective steps to stop this trend and, thus, gain a great competitive advantage. As there is no deterministic model that would allow for such predictions to be made, significant research effort has been invested in solving this problem through the application of data mining methods [1]. The approach has great application potential, since modern telecommunication-service providers collect large amounts of data about the users and their behaviour, which can be used to discover the patters of user dynamics.
	The focus of the study presented here is an analysis of the applicability of algorithms implemented in the open source data mining tool "Weka" [2] when the goal is to identify users who will transfer their business to competition. As basis for comparison of different machine learning algorithms, data provided by the international telecommunications company "Orange" was used. This data had been made available to researchers in the international competition, "KDD Cup” 2009.
	1Srdjan M. Sladojevic is with the Faculty of Technical Sciences, University of Novi Sad, Trg Dositeja Obradovica 6, 21000 Novi Sad, Serbia, E-mail: ssladojevic@gmail.com
	2Dubravko R. Culibrk is with the Faculty of Technical Sciences, University of Novi Sad, Trg Dositeja Obradovica 6, 21000 Novi Sad, Serbia, E-mail: alef.tau@gmail.com
	3Vladimir S. Crnojevic is with the Faculty of Technical Sciences, University of Novi Sad, Trg Dositeja Obradovica 6, 21000 Novi Sad, Serbia, E-mail: vladimir.crnojevic@gmail.com
	Evaluation of bigger data sets like this could take a lot of time. One of the goals of this research was to make all evaluations on personal laptop computer with open source tools in reasonable time.
	The rest of the paper is organized as follows: Section 2 contains the overview of the related work. Section 3 contains experimental evaluation description, section 4 presents achieved results, and finally, conclusion is done in section 5.
	II. Related Work
	The annual ACM SIGKDD conference is the main international forum for data mining scientists, but also practitioners from various academies, businesses and government institutions. The 2009 KDD Cup partner was the French telecommunications company Orange.
	Orange wanted to compare the time needed to research laboratories to develop a solution and to check how good the solution for data mining developed in their laboratories is. Participants had an opportunity to try working with large data set including heterogeneous data with a lot of noise (the numerical and categorical attributes) and with very unbalanced data. Limited time was given to participants, to simulate the necessity to minimize the time interval for obtaining the appropriate results. The reason for this is that most data sets for analysis change rapidly.
	The KDD Cup competition winner for 2009 was IBM's research laboratory. Their overall strategy was to address this challenge using Ensemble Selection. Ensemble Selection is an overproduce-and-select ensemble building method that is designed to generate high performing ensembles from large, heterogeneous libraries of classifiers [4].
	"Weka" is an open-source software that has become standard for the evaluation and application of methods of data mining. "Weka" allows its users to perform the necessary experiments efficiently, as well as enabling the subsequent realization of practical systems for prediction and classification [5].
	Weka contains an advanced set of tools for data mining and data analysis. It contains implementations of a large number of algorithms and the machine learning approaches [6]. Several of these algorithms are of interest when it comes to the research presented in this paper: ADTree, J48, IB1, KStar, NaiveBayes, DecisionStump and AdaBoost.
	ADTree is an algorithm builds an alternating decision tree using boosting and is optimized for two-class problems [6].  We considered another tree building algorithm, J48, which builds a C4.5 decision tree [2]. 
	IB1 and KStart are so-called “lazy learners”, since they store the training instances and do no real work until classiﬁcation time. IB1 is a basic instance-based learner [11]. KStar is a nearest-neighbour method with a generalized distance function based on transformations, proposed by Cleary and Trigg [3]. 
	NaiveBayes implements the probabilistic Naïve Bayes classiﬁer [6]. 
	DecisionStump is an algorithm for building a simple one-level binary decision tree with an extra branch for missing values [6]. 
	AdaBoost is an implementation of a meta learning algorithm based on the approach of Freund and Schapire [10]. 
	Boosting is a well-known methodology for combining multiple models by explicitly seeking models that complement one another. 
	III. Experimental Evaluation
	A. Input Data Set
	Data sets used for training and testing contain 50000 instances. Independent variables (attributes) are numeric and categorical. Two versions of the datasets have been provided by the KDD cup organizers: extended and reduced datasets. The reduced data set contains 190 numerical and 40 categorical variables. Expanded data set contains 14740 numerical and 260 categorical.
	Any evaluation on original data set on standard laptop computer could take a days.
	Due to the large volume of data, in order to the evaluation could be performed on standard personal computers, clustering was performed firstly, to obtain a reduced data set. 
	K-means clustering was used to reduce the number of instances.
	Then, different classification algorithms were tested on a reduced set, and then verified on the original set.
	Reduced set made by clustering contained 5000 instances (cluster centroids).
	In the reduced dataset 4655 instances represented the users who will not go with another provider. They are marked with class -1, and 345 clusters of users who will go with another provider and they are marked as class 1. Therefore, the input data set is highly unbalanced. This is a particular problem for classifiers because they lack sufficient data for all classes in order to become properly trained. In this case the number of instances of one class is over 13 times higher than the number of instances of the another class.
	Since the input data set is very unbalanced, all algorithms had to be applied with "cost sensitive" [7] classification to produce a prediction of the user who will leave. 
	By default, Weka treats all types of classification errors equally. In many practical cases though, not all errors are equal. 
	Cost-sensitive classification allows one to assign different costs to different types of misclassification [8]. The way to do this in Weka is to create cost matrix [6].
	B. Performance metrics
	Target performance metrics was AUC (Area Under Curve) in the KDD challenge. So, all results in this work will be evaluated using AUC too, especially in order to compare the achieved results. AUC corresponds to the area under the curve obtained by plotting the curve of sensitivity versus specificity for different thresholds of predicted values to determine the result of classification [9].
	B. Classification
	In order to come to the conclusion which is the best algorithm for the classification, following classification algorithms were compared:
	1. DecisionTable
	2. ADTree
	3. J48
	4. Lazy IB1
	5. Lazy Kstar
	6. NaiveBayes
	7. Boosting - (DecisionStump)
	IV. Results
	First experiment was made with Decision Table classifier without cost matrix applied. The results show that the default algorithm is not able to classify correctly all users of -1, and also ROC of 0.513 was not very satisfactory value. Due to these reasons further research with this algorithm is not performed.
	Decision trees have proved to be more accurate than the decision table.
	 ADTree without cost matrix set, classified all the instances as majority class. The result was obtained is a result with the highest percentage matches for Class -1 (93.10%). But in this case there is no information about the users who will change their provider (Class 1), which is the main goal of the classification. Introduction of a cost matrix was necessary in order to isolate the users who will leave the service. The results obtained are shown in Table I:
	TABLE I
	Confusion matrix for cost-sensitive ADTree  
	A
	b
	classified as
	28
	4627
	a = -1
	0
	345
	b = 1
	Initial value of the matrix was set to reflect the ratio of number of instances of two classes. Unfortunately this did not yield satisfactory results. These cost-matrix values had to be subsequently modified to optimize AUC value. 
	We started by tweaking the Cost matrix to identify all users who will leave the service. This procedure reduced the percentage of recognition of those who will remain to only 7.46%. To achieve more meaningful classification, we evaluated the impact of a broad range of cost-matrix values. Figure 1 shows the plot of the number of identified users who will leave the service against the percentage of correctly classified instances, achieved by varying the cost matrix.
	Fig. 1. Leaving users in dependence of correctly classified instances
	The results obtained by J48 classifier are weaker than the results obtained by algorithms previously described. Including the "cost sensitive" classification, a typical result is shown in Table II:
	TABLE II
	Confusion matrix for cost-sensitive J48 
	a
	B
	classified as
	2789
	1866
	a = -1
	209
	136
	b = 1
	Maximum values of ROC could not go over 0.5. J48 has poor results with unbalanced data sets. It is also poorly sensitive to cost matrix changes.
	It is interesting to note that only IB1 identified a number of users who will leave the provider without the cost matrix settings. That algorithm is one of the slowest algorithms together with Kstar which did not generally react to cost matrix changes.
	Naive Bayes has achieved an average score, but had the best classification speed. 
	Boosting of Decision Stumps, using Ada Boost, achieved the best results, slightly better than ADTree algorithm.
	The result with the best cost matrix balance achieved with DecisionStump algorithm is shown in Table III:
	TABLE III
	Confusion matrix for cost-sensitive DecisionStump boosting
	A
	B
	classified as
	4408
	247
	a = -1
	292
	53
	b = 1
	In total, 89% instances were classified correctly, and as many as 53 users who will leave the service have been identified. The ROC Area in this case is 0.697 which is the largest measured value in the evaluation. 
	All evaluations presented above were performed on the reduced data set generated as a result of clustering, due to need of higher speed performances, but also the inability of the average PC to evaluate the complex algorithms.
	Final testing was performed on the whole data set containing 50000 instances. For this purpose cost matrix has been slightly changed because ratio of instances of the classes are changed too. It is fine adjusted again in order to optimize the AUC value and the results of classification of the complete data set using this cost matrix are shown in Table IV:
	TABLE IV
	Confusion matrix for cost-sensitive DecisionStump boosting based on the complete dataset
	a
	B
	classified as
	43773
	1898
	a = -1
	2978
	649
	b = 1
	The results and the corresponding ROC value of 0.72 indicate the algorithms perform even better than when using reduced dataset. The percentage of correctly classified instances was also slightly higher, and it, in this case, also confirms the result obtained by centroid classification. 
	This algorithm is therefore identified as the best model for classification of unbalanced data sets that describe the fluctuation of users of telecommunications operators.
	The result achieved in this manner is comparable to IBM Research Laboratory’s results where ROC value was 0.7651.
	V. Conclusion
	Working with unbalanced data sets, which are common place in the problem considered, is difficult. This was a major challenge in the work presented. 
	None of the applied algorithms is able to do a meaningful classification of very unbalanced input dataset without employing  "cost sensitive" classification. 
	The best results were achieved using Ada Boost to boost the Decision Stumps classifier. 
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	A Novel Practical Approach for Establishing Security in
	The Communication Satellites
	Amir Chegini1, Kiyan Keyghobad2
	Abstract – This paper describes a new approach for establishing security in communication satellites for prevention of hackers transpire. Nowadays, by increasing of the needs for world mobile communications, using of the satellites is necessary. Therefore security for transmitted information between the satellites and ground stations is really important. This paper presents a hardware firewall and it’s implementation with VHDL language on FPGA. We will show that the designed system in this paper moreover has high speed and performance, also has both low power consumption and low utilized space. To increase   the processing speed and reduce the signalling volume related  to external memories, which are linked to FPGA are many times slower than the processing speed of FPGA, we have used and applied embedded memories  of  FPGA  in  this  design,  we have  Mixed it with pipeline technique, so a high performance with low power consumption has been  achieved. The advantages of this proposed architecture, have solved the processing bottlenecks and have made it plausible to be used in the space environment in the communication satellites.
	Keywords – Communication Satellites, Information Security, Pipeline, Firewall, Hardware Implementation, FPGA, VHDL.
	I. Introduction
	Satellites provide many significant services, including communication, navigation, remote sensing, imaging, weather and meteorological support. The communication satellites would play an important role in mobile communications, telemedicine, cargo tracking, cellular communication, point-of-sale transactions, and Internet access, all TV broadcasting services and information transfer.[1] Nowadays, Satellites support direct radio communications and provide television broadcast and cable relay services, as well as home reception.  The networking of satellites comparing to other networking technologies has been vastly improved. One of the obvious and known samples of these applications are Iridium satellites.[2] basically communication satellites are two types : frequency translation or bend pipe which don’t perform any data processing on the satellite board. But in the other type of the communication satellites, data extraction and recovery and processing perform on the satellite board and this type of satellite isn’t only for frequency translation. Thus in latter type hackers can transpire and do destruction activity and finally endanger the satellite mission. Therefore in this node, from the communication network we can use from a hardware firewall on board of satellite for prevention of hackers
	1Amir Chegini is with the Space Scientific Research Institute, Tehran, Iran, E-mail: chaginy2000@yahoo.com
	2Kiyan Keyghobad is with Islamic Azad University – BONAB Branch and Space Scientific Research Institute, Tehran, Iran,         E-mail: Kiyan43@yahoo.com 
	transpire and mission perpetuity. Because of the networks expansions and network terminals improvements, the high speed data networks should have been designed in order to meet the communication requirements. [3] By the entrance of satellite communications and the advantages of such these communications, communicating with all of the data services by the satellite have become possible. However, joining to all of the different communication networks is a very big challenge. In the early 1990s, researches & improvements in the communication bandwidth which is based on ATM & optical fiber cable transfer have leaded to massive requirements via satellites for cheap communication between public & private LAN of ATM networks which is called ATM islands of networks. However, in the vast areas specially in the rural ones in which the installation and directing of the ground lines are expensive, because of the coverage and flexibility of satellite  it’s the best & safe for communication.[3] Little by little, satellite networks such as ground networks supported the data traffic, specially the large internet traffic. These days the internet traffic is increased due to different internet services and applications such as E-mail, FTP and WEB. Because of Developments in the wireless internet and communications link, overall broadcasting services uses from IP such as VOIP (Voice over IP). Therefore, it is expected that the IP packets carry more classes of services and applications on the satellite networks. The reason of designing IP was that to be able to accord with every network technologies which are independent from any technology. In the Figure 1 three types of satellite networking technology considering the IP are shown. Nowadays the security is a challenge in the satellite communications. [4] As the number of commercial satellite services such as the private internet networks are increasing day to day [2], it would be possible that the intruders try to interfere in the security of communication link between satellite and ground users (Figure2), therefore, it is required to have safer communication links. On the other hand, modern networks are trying to separate the duties of each sections of the network from the other sections. [5] We have 7 layers in the OSI model, a digital sonic signal divides to small parts for real time transfer protocol (RTP) in the application layer, Data Gram protocol(UDP) in the transfer layer and the Internet Protocol(IP) in the dividing layer.[6] According to hardware improvements, all of these layers have the ability to hack. Thus, the need for tools in order to create secure information transfer in the satellite communication links is an important factor. One of the security tools is the Firewall. Although the technology of the firewalls are young and has been formed newly but have grown quickly and within the less than twenty years have coped with the numerous changes and shifts.
	Fig. 1.Three kinds of satellite networking technology based on the IP
	One of the security tools is the Firewall. Although the technology of the firewalls are young and has been formed newly but have grown quickly and within the less than twenty years have coped with the numerous changes and shifts. For the separation and security of the internal networks against the external and insecure ones, the firewall is used. By the implementation of a closed purification, you can assign parts of the duties of a firewall to the border routers. The Network Computer Security Association council (NCSA) defines the firewalls as follows: The firewall is a system or the combination of poly systems which brings forward a series of limitations between two or many networks. Firewalls are series of a closed purifier, which by defining a series of rules, shows that where and when the packets should pass or be blocked. [7] 
	Fig. 2. The satellite communication with the ground users
	But there are problems with the classification of the packets which have been considered and studied in the [8],[9],[10]. In order to reach both a high speed and performance for the packets processing in the hardware, now network firewalls use the specific designed for clarifying the packets. [11] If P be assumed as a set of the input packages to a firewall system and S be a finite set of security rules were are going to have:
	               X=F(P,S)                                       (1)
	In Equation (1), F would be the function of the performance of the firewall and X would be the result of the packets analysis. When we want to reach the high speeds in the packets processing, it would be impossible to implement the classified information algorithms in the software. Because of existence of the elements like the FPGA’s and their improvements and space heritage [12] nowadays, the designing and implementation of these embedded systems have become an important issue in the digital designing world. The hardware firewalls that have specific hardware for the different locations and situations are faster than any other ways for processing the packets.[13] Therefore the network elements implementation on the hardware , specially on the hardware like FPGA that has the reconfiguration capability to reach the high performance and speed and also low power consumption is really important. Lately the need for high speed and also Extensible, Maintainable and Flexible secure systems has caused the companies that work on the security field to try to find the suitable solutions and applications to meet these needs. But the current firewalls have high power consumption and large dimensions and are not commodious in the communication satellite application. In this paper a new way for designing and implementing the hardware firewall on the FPGA which has high certainty capability, low power consumption, low weight and small dimensions is presented. In section II of the this paper, the implementation of firewall, it’s architecture and assumptions for designing is presented. Then in section III we write the proposed algorithm by the VHDL language, then simulate it by the latest and current synthesizing and simulating tools for the Hardware Describing Languages (HDL) and implement on the hardware and finally survey the obtained results. In order to see the performance of the proposed architecture we use the codes of VHDL simulator and synthesizer from ALTERA Company (QUARTUS II). The location of proposed firewall on the processing board of the communication satellite shown in Figure 3. For reach to this we need to propose a low power, low weight and hardened hardware.
	Fig. 3. The location of the proposed hardware firewall
	II. The Hardware Designing of the Firewall
	We assume a suitable standard for doing this implementation. Generally for doing this we design and write the codes as modular which has it’s own advantages.
	A. The Assumptions
	The presented firewall in this paper has the following capabilities; the packets enter to one of the hardware input bases in the form of serial format. The packets of the IP input have the formats defined in the Table I according the IP4 standard.
	TABLE I
	The IP Input Packet to the system
	The designed hardware should identify each part of the IP packet, and when it is defined in the table should block it and when there is no any problem with the packet should guide it to the serial output port. [14], [15] If there were any accordance with the information in the Rule table in the proposed system of the design the command of BLOCK should be issued. The applicable rule table in this design, which is inside the FPGA is shown in the Table II. Since we consider 5 parts of these IP packets in the hardware, therefore 5 parts of input packet is needed.
	TABLE II
	The Rules Chart Related to the Destination & Source Addresses
	B. The designing process
	The blocks and modules which are noted for this design would accomplish the assumptions of the project. These blocks are shown entirely in the Figure 4.
	Fig. 4. The display of the presentation of the internal blocks of the firewall architecture
	Figure 5 shown a block diagram of input clock pulse activator. This part of the system plays an important role in decreasing the power consumption of this architecture. When there is no packet on the system input line and no synchronization has occurred yet, this module don’t send the clock pulse to the other blocks of the system which practically decreases the DYNAMIC POWER LOSS.
	III. Hardware Implementation and Result Comparison
	In this part we will implement the proposed hardware architecture for establishing security at satellite communication link using the VHDL standard language and then survey the obtain results.
	A. Results of the simulation and power consumption consideration
	In [16] a system is introduced which by it’s parallel architecture can consume less power in ratio to it’s analogue which has non-parallel architecture, and this power consumption has been implemented on three family , called CYCLONE III, STRATIX III and CYCLONE II from ALTERA company. In this part of the paper, by presenting and observing the obtained results of the synthesis , we claim that we have achieved an embedded system with low power consumption and on the other hand with high working frequency with the same software used in [16], (QUARTUS II).
	 Fig. 5. The parts of the input clock pulse activator module to the proposed system
	The charts of the figure 6 points to this issue: The charts of A
	and B are referenced from [16]. As we have seen the power of
	the statics is about 70mW for the CYCLONE III family and for the STRATIX III family is about 980mW. The obtained results of the power consumption, shown at Table 3.
	Fig. 6. (A)- The power consumption for parallel architecture of the
	CYCLONE family in [16]
	Fig. 6. (B)- THE POWER consumption for parallel architecture of the STRATIX FAMILY IN [16]
	As we consider the power consumption in ratio to the Reference [16] has been decreased despite the working frequency for the family called STRATIX III is about 150.7 MHz but the working Frequency in [16] is 128MHz.Therefore both in the working frequency and power consumption, comparing to [16], are better and proposed architecture has it’s own advantages. This benefit is one of the major benefits of using the hardware firewall in the Receiving and Data- Transmission at satellite communication. The location of the
	proposed firewall is shown in the Figure 3.
	B. The simulation and synthesis results on the occupied
	space
	     We have considered predictable results by hardware implementation and synthesis on the three family of the ALTERA Company. As we have shown in figure 7, by increasing the numbers of rules, the utilized space of the FPGAs would increase, and this matter is predictable. By increasing of the occupied level of the chip and more use of the logical elements, naturally for performing an algorithm more power would be needed. The synthesis and occupied space results show that the proposed architecture occupies less space of the FPGA hardware. This result is very suitable for having a firewall on a SOC, regarding to have limitations such weight, size, mass and power consumption on the satellite boards. 
	TABLE III
	The measure of the power consumption
	Results, gained from the synthesis
	Fig. 7. The comparison of the internal sources consumption measured for 3 families for proposed architecture
	In [17] and [18], the security laws usually locate in the outside of the central hardware and cause to increase the period of the information processing and memory accessing. On the other and, by locating the security rules on the external memories the security of the system will be decreased too. Due to the reality that the performance of the memories are too less than the processors, the time of the requesting data by the processor and also the moment of the data validation within the external memory is almost too much and long. Thus, in these architectures[17],[18] more time is needed for the synchronization and information receiving from the memory and data processing, While in the proposed architecture because of the internal memories of the FPGA the processing speed is to some extent higher than these architectures. Whereas radiation affected on memories at space environment, by memory elimination at proposed architecture, reliability of the space hardware firewall against the radiation will be increased. 
	IV. Conclusion
	In This paper for classifying the information and establishing security for communication satellite links and decision making on the IP packets we proposed a new architecture. for verification this, proposed architecture code is written then, synthesized and also implemented on the FPGAs from ALTERA According to obtained results, we have shown that the presented architecture in this paper has high speed about 150 MHz and also low power consumption comparing to the presented architectures in the [7], [16], [19], [20].
	By the use of this architecture you would be able to have a unique system on a chip with the low power consumption, small dimensions and low weight which is applicable for secure information transmission in the satellite communication and on the satellite board with high reliability & high flexibility because of memories elimination which are affected by space radiation in the space missions.
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	Generating a Histogram of a Radio Signal Envelope and Statistical Estimation of the Probability Density Function of the Envelope in an Indoor 2.4 GHz Radio Channel 
	Emir T. Hašimbegović1, Slobodan Simić2
	Abstract – In this paper a measurement set model intended to generate a histogram of a radio signal envelope in an indoor radio channel at 2.4GHz is proposed. Determination of local stationary interval is shown. Also method for histogram (of a randomly fluctuating radio signal envelope) generation is presented. Furthermore, method of statistical estimation of the probability density function (PDF) generated by the histograms is described.
	Keywords –   2.4-GHz indoor channel, channel modeling, channel
	characterization, Rayleigh-fading envelopes, probability density functions
	I. Introduction
	Indoor communications is significantly present in everyday practice. Therefore, the study of propagation characteristics of radio signals in indoor communications has become a very interesting field in the theory of radio communication. The envelope of the radio signal fluctuates due to the specific conditions of propagation of signals between the transmitting and receiving antennas. Generally, those fluctuations have slow and fast components i.e. slow and fast fading. From the radio communications point of view both fluctuations significantly affect the   transmission quality in a given indoor radio channel [1] [2] [3] [8]. In order to optimize the transmission quality it is important to consider the statistical characteristics of fading. In general, fading is not stationary. However, within a relatively short interval, specific to each channel individually, there is a so called local stationary for fast fading. Apprehension of this interval is important from both theoretical and practical point of view. Generation of a histogram of the envelope receiving radio signals creates a basis for assessing the probability density function of the envelope and estimation of the interval of local stationary. The first step is the formation of measurement set, statistically representative to obtain the histogram. After that, a statistical test of the histogram determines PDF of the envelope of radio signals.
	1Emir T. Hašimbegović is with the Bestel-Engineering of Prijepolje, Sajta Hašimbegovića 7, 31300 Prijepolje, Serbia, e-mail: bestele@open.telekom.rs
	2Slobodan Simić, Military Academy, Belgrade, Serbia, e- mail: slobodansimic@sbb.rs
	A
	Fig. 1. The block diagram of the measurement set
	II. Measurement Set and Statistical Analyses of Measuring Process
	A. Description of the measurement set
	First goal of this work is to obtain the histogram of the envelope of the receiving radio signal. For the indoor radio channel, a solution of the measuring receiver designed to enable the generation of histograms for the radio signal envelope, frequency range of 2.4 GHz is proposed. The block diagram of the measuring receiver set is presented in Figure 1.
	The measurement set consists of the following elements:
	- dipole antennas A impedance 50 Ω. 
	-block RF, narrowband 2.4GHz radio amplifier presented in Figure 2 (produced by MITEK) 
	Fig. 2. Narrowband radio amplifier with dipole antenna
	- the envelope detector D, logarithmic detector of the envelope AD 8318.
	- the filter (aliasing-effect ) LP1 – with frequency limit of 25 KHz.
	- block A/D- a 12 bit A/D  converter, manufactured by ECON that support up to 50000 sampl/seck,  labelled  DT-9812-10V.
	-PC must meet the minimum hardware requirements for data processing namely:
	1. CPU- 2GHz dual core processor.  
	2. RAM memory at least 4GB/800 MHz.
	3. MB Processor mother board supports highway speed 800 MHz to 1066 MHz, as stated in [5].
	  The proposed solution of the measuring receiver set can be used for other radio-frequency channels (applying corresponding RF amplifier for analyzed bands). A/D converter and appropriate PC software directly generate the histogram of the envelope of the receiving signals. The assemblies following the envelope detector must have the bandwidth corresponding to the maximum frequency of the random fluctuations of the envelope expected, while the dynamic range of the A/D converter must be greater that the expected dynamic range of the envelope to be analyzed.
	C. The procedure of statistical analysis
	When the experimental measurements produce a set of numerical data, such as the one generated by a measuring set of the radio signal envelope, we should examine the distribution which the data belongs to. Forming a histogram of this data is a prerequisite for the statistical estimation of the PDF that the histogram belongs to. In such a situation it is necessary to divide the range of measured values in a certain number of intervals r, which are not mutually overlapping. Then the number of values in the interval is divided by the total number of measurements and the quotient pi=ni/n is taken as the probability estimate. Thus obtained result is called the histogram chart, obtained as an output of the proposed measurement set.
	A visual comparison of the obtained with the well known histogram or distribution is also possible but it is better to have a numerical index which will provide us more quantised and simpler way of estimating the probability density of measured data.
	For such an assessment commonly used is hi chi squared test (χ2) which is defined as follows:
	                         (1)
	χ2 – test is one of the most frequently used to confirm if the results obtained experimentally match the probability density function tested. Therefore (1) ni is the number of measured data in the interval r (r-1 degrees of freedom), and pi is the probability of occurrence of appropriate intervals value if the measured data had a proposed distribution. Depending on the value in (1) the deviation from the experimentally obtained test distribution can be rejected or confirmed. χ2 - can also be tested by (2) where α Є (0, 1) represent the level of significance: 
	                                        (2)
	and the value of  χ2 r-1,α   is taken from the table in [4].
	    The statistical analysis of the experimental results gives us the answer whether the obtained measurement results and the histogram correspond to the assumed distribution. Using the measured results obtained by the measurement set with the generated histogram, we approach the rating   χ2 test. Procedure applies, so that will be included in (1) received value for ni, and calculate the probability of occurence interval (r) pi according to the PDF for which testing is done. Then, using the information on the number of interval r, and the threshold of significance α , according the table in [4], condition under (2) is tasted and if it is true, we conclude that the tasted data comply assumed distribution, or otherwise not comply presumed distribution.
	III. Recording Histogram Envelope Radio Signal Statistical Estimation of the Histograms
	A. Description of the measurement environment
	Already referred specifics will be justified on the example of recording the histogram of the envelope signal at a frequency that is used in WLAN.  We opt for the indoor environment - hallway where we place the transmitter TX and measurement set RX. Function of the transmitter performs signal generator that emits a radio signal on CW 2.4 GHz. Data recording was performed in the public institution building in Prijepolje. Hallway was selected for the measuring   point   and   the positions of the transmitter TX and receiver measuring set RX both with antennas are shown in the floor plan in Figure 3.
	                                                    D=3m
	            h1=2,5m                d=10m                h2=0,5m
	Fig. 3. Layout position transmitter with antenna and receiver sets with antenna measurement in the indoor environment hallway
	The hallway as an indoor environment is characteristic from the point of propagation of radio signals. Specific situations are related to the impact on the envelopes of the radio signal when the hall is partially occupied (10 people) and when densely occupied (20 people).
	The main goal is to show that the use of the measurement set in a given indoor environment generate the histogram of the envelope of radio signals as described in [5], and, as already stated after the results obtained using the methodology described in [6], do the evaluation to what PDF belong the generated histogram. In order to generate the histogram of the envelope of radio signals that would have statistical validity, local stationary is necessary [3]. Software package and a procedure that allows finding the interval of local stationary, and generate the histogram of the envelope in that interval, given in [5], can be applied to the measurement set. 
	B. The description of measurements and generation the histogram
	Before the recording in the hallway it was tested if there is any other source that emits a radio signal at observed frequency 2.4 GHz. The data acquisition recording lasted 30 minutes (1800s, sampling rate 50000 sempl/s). For the situation partly occupied hallway (10 people) using the measuring set and software package for signal processing, we verified the stationary interval is t=40 s. Average value of voltage variation of the envelope is Usr=0.092 mV and the variance of this interval is Varu=0, 17. The number of intervals measured voltage changes on the envelope is r=29 and the number of sampled data to the interval of stationary is 2000000. For each interval this is the value of data obtained in interval (r) ni. Generated histogram measured for this situation is given in Figure 4.
	Fig. 4. Generated histogram of the envelope of radio signals in the hallway with 10 people present
	For the situation when the hall was occupied by 20 people (full hall), where we also took 30 minutes of recording (1800 s , and sampling rate A/D of the convertor is 50000 sampl/s), the stationary interval t=15s, Usr=0.012 mV and variance Varu = 0,13 is verified. We got r=31 intervals of the amplitude envelopes changes (of the radio signals), based on 750000 sampled data. For each interval the value of data obtained is ni. Histogram generated for this situation as measured in the hallway with 20 people is shown in Figure 5.
	Fig. 5. The histogram of the envelope of radio signals in the hallway with 20 people present
	C. χ2 - test generated histogram of the envelope
	   From the statistics point of view of χ2 test, we can test the measured results to any PDF. For many radio channels Rayleigh or Rice’s distributions is characteristic. We will continue to show the measured test data that is generated on Rayleigh’s histogram distributions. Rayleigh’s probability density function p (u) is given:
	                     (3)
	and a probability that the amplitude of the envelope is less than given value of Un is given as:
	   (4)
	Equation (4) also represents Rayleigh’s distribution [1] [2] [3] [6] [7]. Using the measured results of the generated histogram with other measured results we approach the χ2 test. The method of review applies, so we shall include in (1) measured value ni and n and we calculate the probability of occurrence interval  r  pi (4). So we have [6] and using tabular values for  χr-1,α , given in [4], we can perform the assessment if the histogram belongs or doesn’t belong to the assumed PDF.
	 For the situation of recording the histogram of the envelope and his evaluation in the hallway with 10 people, where r=29 the threshold of significance test α = 0.05, the probability intervals (r) pi were calculated, the value of recorded and calculated by the χ2 (1), Rayleigh’s law distributions in (3) is shown in Figure 7, and tabular values of χ2 for a given r and α in [4] is: 
	 and as we calculated  χ2 by (1) is:
	                                                        (5)
	So the condition (2) is fulfilled
	Fig. 7.  Rayleigh’s distribution of measured data for the hall with 10 people
	We conclude that generated histogram of the envelope of radio signal belongs to the Rayleigh’s probability density distribution.   In another situation where the generation of the envelope of radio signals is carried in the hall with 20 people, verified number of intervals is also r=31, the threshold of significance also   α = 0.05, and tabular value χ2 by [4] is:
	                                                                  (6)
	The probabilities of occurrence of the interval (r) pi are calculated, the distribution of measured values obtained using (3), is given in Figure 8, and χ2 by (1) for this measurement is:
	                                                                          (7)
	and since the condition (2) is fullfilled, we conclude that the generated histogram of the envelope of radio signals for this situation also belongs to Rayleigh’s probability density distribution.
	For both the indoor environment in the corridor with the present people who are moving between the receiving and transmitting antennas, it is show that the random fluctuation of the envelope is described by Rayleigh’s fading i.e distribution.
	Fig. 8. Rayleigh’s distributions of measured data for a hall with 20 people
	IV. Conclusion
	The paper elaborates and on the example of indoor radio channel at 2.4 GHz verifies measurement set for generating a histogram of fluctuating envelope of the receiving radio signals. Method of the evaluation if the generated histogram belongs to a particular probability density function was shown. With appropriate modification, the measurement set and the method of statistical evaluation of the test can be applied to the other radio-channels and frequency ranges, and for other radio applications requiring the generation of histograms and its statistical tests.
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	Low Power IR-UWB Pulse Generator in 0.18μm CMOS Technology
	Jelena B. Radic1, Alena M. Djugova2, Mirjana S. Videnovic-Misic3
	Abstract – A new method of impulse radio ultra-wideband   (IR-UWB) pulse generation is investigated in this paper. Low power pulse generator is composed of a glitch generator, a pulse oscillator, and a pulse shaping filter. The circuit presented was designed in a 0.18µm UMC CMOS technology. Since the impulse radio-based generator operates in burst mode with low duty cycle it has very low power consumption of 1.64 mW. This corresponds to energy consumption of 16.4 pJ per pulse considering 200 MHz pulse repetition frequency. Post-layout simulation results showed spectrum that fully complies with the corresponding FCC spectral mask. It has –10 dBm bandwidth of 5.7 GHz from 4.9 GHz to 10.6 GHz. The peak-to-peak amplitude was 180 mV on 50 Ω output load. The core design has size of    0.2 mm2. The pulse generator has been evaluated for the best performance supporting on-off keying modulation.
	Keywords – CMOS technology, impulse radio, low power,    on-off keying (OOK), pulse generator, ultra-wideband (UWB).
	I. Introduction
	During last decade ultra-wideband was becoming one of the most promising radio technologies in both academic and industrial circles within very high data rate short-range communication, and low data rate communication related to localization, targeting both low cost and low power consumption. Recently, the UWB standard is highly used in short range wireless sensor networks, local and personal area networks, ground penetration radars, the position detection and inventory tracing systems, medical imaging system (remote cardiopulmonary monitoring) and many other medical applications [1]–[3].
	The American Federal Communications Commission (FCC) defines a signal as ultra-wideband if it occupies more than 500 MHz of a radio frequency spectrum or exhibits a fractional bandwidth of at least 25% [4]. Nowadays, two different approaches are used for the implementation of UWB communication system: the impulse radio (IR-UWB) technique where data are transmitted as a series of extremely short pulses modulated in time, polarity or amplitude [5], and
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	the multi-band approach where several carriers are modulated by applying Orthogonal Frequency Division Multiplexing (MB OFDM). The main advantage of IR-UWB systems is their implementation that can lead to low complexity and low power architectures with the increased battery lifetime. Additionally, the IR-UWB technology offers wide bandwidth up to several GHz and high fading margin for communication systems in multipath environments [3]. 
	Since the FCC allocated frequency spectrum for UWB technology is 3.1−10.6 GHz, the power level from the UWB transmitter should be small enough not to interfere with the already existing communication systems such as WiMax, Bluetooth and GSM. This requirement limits the output power level of UWB TXs at −41.3 dBm/MHz [4]. In spite of these regulations, there have been many reports of interferences with wireless local area network (WLAN) systems operated in the 5–6 GHz band. Therefore, for practical reasons UWB spectrum is split in two sub-bands: 3–5 GHz (lower band) and 6–10.6 GHz (higher band). 
	There are many papers published about low-band UWB pulse generator due to its easier implementation. Although the higher-band operation offers advantages like wider bandwidth, higher data rate, and immunity from interference with WiMax, this research is still at an early stage because of design difficulties (higher operating frequency and shorter pulse duration). In this paper a new method of pulse generation for higher band UWB applications is proposed. The presented topology with low power consumption and low complexity is analyzed in Section III. Post-layout simulations results are given in Section IV followed by discussion of advantages and comparison with the other pulse generator designs found in literature. The Section V concludes the paper.
	II. IR-UWB Pulse Generator
	The pulse generator represents a key block in impulse UWB communications. As pulse shape determines the spectrum characteristic of the UWB signal and effectively dictates specific system requirements, its generation is one of the essential considerations in the UWB design. Fig. 1 shows the FCC mask for indoor UWB communications [4] that pulse spectrum has to comply. The FCC rules only define the frequency bands and the radiated power spectral density but there are no requirements on the time-domain shapes. Pulse shapes usually used in the impulse radio technology are based on the Gaussian pulse and its derivatives. For indoor systems, the 5th or higher order derivative of the Gaussian pulse should be used to comply with the allocated indoor spectrum mask [6]. 
	Fig. 1. FCC indoor mask for UWB
	Furthermore, assuming a single band operation, the            sub-nanosecond pulse length is required to use the band efficiently. The requirements are even more demanding when higher band is used.
	Implementation of the pulse generator in standard CMOS process with low power and small area constraints is very challenging. The all-digital pulse generator architectures usually require power amplifier at the output to provide sufficient signal strength [7]. Although digital circuits have minimal power dissipation, the total power consumption of the mostly digital UWB transmitter is significantly increased due to power amplifier dissipation. Moreover, the IR-UWB low system complexity is further degraded introducing additional PA design constraints. The non-digital approach, where the UWB pulse is generated using LC resonant circuits, requires considerable die area, making these architectures less suitable for area constrained applications. The slow transient response of the LC pulsed oscillators restricts the bandwidth and the pulse amplitude, as the oscillation is not able to settle sufficiently in a short time. To use the high sub-band efficiently a pulse generating oscillator with a fast transient response is needed. One such approach is ring oscillator-based pulse generator whereby the central frequency of transmitted spectrum is defined by the oscillator frequency, and the signal bandwidth is determined by the gate pulse duration. This architecture is analyzed in the paper.
	III. Proposed UWB Pulse Generator
	The pulse generator consists of a glitch generator, a pulsed oscillator and a pulse shaping filter, shown in Fig.2.
	The proposed pulsed oscillator is composed of a three-stage ring oscillator, (M1–M3), a control transistor M6, a pair of oscillation-enabling switches (M4 and M5), and a buffer (M7). The ring oscillator has been chosen for its simplicity and short start-up time. It has small resistance at each feedback nod which allows fast transient response. 
	The oscillation-enabling switches, as their name says, control the oscillation process. When the on-off signal is high, M4 is turned on (M5 is turned off), the inverters M1–M3 outputs have voltage values determined by the size ratio of the corresponding pMOS and nMOS transistors. Due to the small inverter reactance, the oscillation can start immediately. Also,
	Fig. 2. Proposed UWB pulse generator
	during oscillation period voltage values at the output of the ring oscillator are ‘low’ enough to keep the buffer turned on.
	M5 turns on (M4 turns off) at the on-off signal low edge, connecting the M1 transistor output and the M2 transistor input to Vdd, and effectively shutting down the oscillation. As no signal is generated at the output of the ring oscillator (the output voltage is close to Vdd) the buffer is turned off. The duration of the control signal T (at the input of         oscillation-enabling switches) determines the length of the signal generated at the ring oscillator output and thus its bandwidth. If the control signal is shorter, the output signal bandwidth gets wider. 
	Transistor M6 is used for controlling the oscillation central frequency. 
	But the main problem with presented design in 0.18μm UMC CMOS technology was the transistor models. The ring oscillator frequency depends directly on transistors sizes. The highest oscillation frequency fOSC, and thus the smallest oscillation period TOSC=1/fOSC, is defined by the smallest transistors size. The highest ring oscillator frequency that could be obtained by this technology was 4.34 GHz (corresponding to the oscillation period around 230 ps), shown in Fig.3. This limits the design application to lower UWB band. However, in this work the aim was to consider higher UWB band. Therefore, a new approach is used to generate the pulse signal at the output of the signal generator so the technology’s constraint could be overcome. The oscillation-enabling switches turn on the ring oscillator just for a half of its period, shown in Fig. 4. Then, the obtained signal is isolated and simultaneously amplified by the buffer. The inductor Ld is placed at the top of the buffer’s amplifier to make the bandwidth of the pulse generator signal wider. Next, the signal is shaped by the output filter so the 5th order derivative of the Gaussian pulse could be obtained at the output of the pulse generator and its spectrum fully complies with the FCC spectral mask. The pulse shaping filter is high pass filter composed of inductor Lf and two capacitors Cf1 and Cf2.
	Fig. 3. The highest frequency of the ring oscillator designed in 0.18μm UMC CMOS technology
	It is already noted that the ring oscillator is turned on just for a half of its period. This means that the               oscillation-enabling signal has to be very short (T in order of hundreds of ps). As a microcontroller can not give such a short signal, the control pulse is produced by the glitch generator. The signal is generated in accordance with the input trigger signal which should be controlled by the microcontroller. The glitch generator is composed of an inverter, a NAND gate, a digitally controlled capacitor bank and a buffer/inverter at the output of the circuit. In this work, the digitally controlled capacitor bank was added at the inverter output to allow adjustment of the control signal duration and thus the bandwidth of the output signal. Digital signals D1, D2 and D3 switch off/on adequate capacitors determining the total capacitance of the capacitor bank which is directly proportional to the duration of the glitch generator output signal. In this way, the control signal duration and indirectly the output signal and its bandwidth could be digitally tuned. The smallest bank capacitance (D1=1, D2=D3=0) gives the shortest control signal duration of Tmin=120 ps. For the highest bank capacitance (D1=D2=D3=1), the longest duration of the control signal (Tmax=330 ps) has been achieved. In this work, the control signal of T=260 ps (obtained for the digital signals combination of D1=1, D2= 0, D3=1) turns on the pulsed oscillator. The buffer/inverter was inserted at the output of the NAND gate to isolate the glitch generator from the pulse generator and provide the necessary logic.
	IV. Post-layout Simulation Results and Discussions
	The presented IR-UWB pulse generator has been designed and simulated in standard UMC 0.18 μm CMOS eight-metal technology. Supply voltage of this technology is 1.8 V. Simulation has been performed using SpectreRF Simulator from Cadence Design System. Initially, the circuit was designed to generate pulse with central frequency in the middle of the higher UWB band (around 8 GHz) and optimized for frequency range from 6 GHz to 10.6 GHz, while driving a 50-Ω load and supporting on-off keying modulation. 50-Ω represents the antenna characteristic impedance. Even though the UWB antenna impedance is not 
	Fig. 4. The signals at the output of the ring oscillator, the buffer and the pulse generator
	Fig. 5. Photograph of the UWB pulse generator layout
	Fig. 6. Time response of the ring-oscillator based pulse generator
	Fig. 7. Simulation spectrum of the output signal
	restricted to 50-Ω, this value is used for most of models based on miniature commercial antennas. The OOK modulation is adopted due to its simplicity. Next, the circuit was fine-tuned so that the output bandwidth could be pushed to the limits. This means that the lower frequency is decreased as much as possible without degrading the other key circuit performance parameters.
	The pulse generator operates in burst mode with low duty cycle and pulse repetition frequency (PRF) of 200 MHz, and thus has very low power dissipation. The IR-UWB topology was optimized with the main aim to meet the FCC spectrum demands and minimize the power consumption while still keeping acceptable values for remaining Figures of Merits (FOMs).
	The photography of the pulse generator layout is shown in Fig. 5. The dimension of the active layout area is                 520 x 350 μm2, while the die dimension including the pads is 685 x 570 μm2. The post-layout simulation results for the generated UWB pulse and its PSD (Power Spectral Density) are given in Figs. 6 and 7. The central frequency was observed to be around 7.6 GHz and the –10 dB bandwidth was 5.7 GHz, from 4.9 GHz to 10.6 GHz. In fact, the upper cut-off frequency is slightly greater than 10.6 GHz, but the mentioned point represents the upper UWB limit.
	As it could be noticed, the pulse duration is about 0.6 ns and the spectrum fully complies with the FCC spectrum mask. The peak-to-peak amplitude on a 50 Ω output load is around     180 mV. The average power consumption including the glitch generator, the buffer stage and the filter is 1.64 mW for the PRF of 200 MHz. This corresponds to 16.8 pJ energy consumption per pulse.
	The post-layout simulation results show that the presented design is very suitable for the high-band IR-UWB pulse generation with extremely low power consumption.
	The comparisons of the obtained Figures of Merit with pulse generators performances found in literature [8]–[10] are summarized in Table I. Unfortunately, the post-layout simulation results for the same pulse repetition frequency  (200 MHz) and the higher UWB sub-band in 0.18μm CMOS technology could not be found in the literature.
	It can be seen that the design proposed in this work has by far the lowest power consumption and amplitude higher than in Refs. [9] and [10]. Furthermore, the bandwidth is wider than in the reported papers, except in Ref [9] that is optimized for the entire UWB band. Other Figures of Merits are comparable to the results given by other authors.
	V. Conclusion
	In this paper a new IR-UWB pulse generator for high-band applications is presented. The results demonstrated that the proposed ring oscillator-based architecture has significantly lower power consumption compared to the previously reported UWB pulse generators. Moreover, it was shown that the design has high peak-to-peak amplitude and signal bandwidth. In addition, it should be noted that the bandwidth could be adjusted by tuning capacitance of the digitally controlled capacitor bank. The pulse generator is feasible for applications in a radar system which  receives  its  own  signal 
	TABLE I
	Simulations results sumarry and comparison with the reported pulse generatoers
	Reference
	This work
	Ref [8]
	Ref [9]
	Ref [10]*
	Ener. cons. [pJ/pulse]
	16.4
	21
	380
	41
	PRF [MHz]
	200
	200
	100
	750
	Amplitude Vpp [mV]
	180
	230
	127
	70
	Pulse length [nS]
	0.6
	1
	0.31
	0.5
	Band [GHz]
	4.9–10.6
	3.5–7.5
	3.6–10.2
	6–10
	Technology
	0.18μm CMOS
	0.13μm 
	CMOS
	0.18μm CMOS
	0.18μm CMOS
	*Measured results.
	reflected from targets or in non-coherent detection communication systems.
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	The Voice Fundamental Frequency Statistical Parameters under Noisy Conditions with the Cepstrum Method
	Jovan Galić1, Tatjana Pešić-Brđanin2
	Abstract – An influence of white noise on basic statistical parameters (the mean, the standard deviation, the median and the mode) of the speech signal fundamental  frequency is analyzed in this paper. Fundamental frequency determination is done using MATLAB software, with the cepstrum method. It is shown that the median can be used as the best estimator of the fundamental frequency. 
	Keywords – Fundamental frequency, cepstrum, statistical parameters
	I. Introduction
	In the era of explosive development of information technologies, the speech communication is still the most natural and most convenient way to communicate. In recent years there has been a great expansion in research, development and application of speech technologies (interactive voice response and portals, process management, automatic translation from one language to another, voice authentication, etc.) [1]. 
	One of the most important individual acoustic characteristics of the speaker is the voice fundamental frequency (F0). The fundamental frequency of the voice is not stable parameter within the speakers, i.e. every person does not have an exact, fixed value of the voice fundamental frequency. It changes during the speech, which means that this term implies some mean value, usually the arithmetic mean. Many different methods can be used to determine the fundamental frequency of the speech signal [2,3].
	It is very important to accurately determine the fundamental frequency because of the high sensitivity of the human perceptual mechanism to its value. Under the non-stationary nature of the voice fundamental frequency, other statistical parameters related to it (extent of change, standard deviation, statistical distribution, etc.) must be taken into consideration. It is particularly important to determine the fundamental frequency if the speech signal, to some extent, is masked by noise. There are several widely used methods to estimate the fundamental frequency, the auto-correlation, 
	1Jovan Galić is with the Faculty of Electrical Engineering, University of Banja Luka, Patre 5, 78000 Banja Luka, Republika Srpska, Bosnia and Herzegovina, E-mail: jgalic@etfbl.net
	2Tatjana Pešić-Brđanin is with the Faculty of Electrical Engineering, University of Banja Luka, Patre 5, 78000 Banja Luka, Republika Srpska, Bosnia and Herzegovina, E-mail: tatjanapb@etfbl.net
	the cross-correlation  and  the  cepstrum method [2,3]. In our previous work [4], we have shown that cepstrum method has the ability of more precise estimation of the fundamental frequency, in speech signal masked by white noise, than the other two methods.
	The cepstrum method is used in this paper as the method for determination the fundamental frequency. Cepstrum is a result of Fourier transform (FT) of a decibel spectrum. The word cepstrum was derived by reversing the first four letters of "spectrum". Power cepstrum is defined as:
	 (1)
	It is often described by an algorithm:
	Signal → FT → abs() → ↑2 → log → FT → abs() → ↑2 → cepstrum
	 Due to the properties of logarithmic functions, a product in the spectral domain is transformed into the sum in the cepstrum domain. Cepstrum of the voiced phoneme has a strong local peak corresponding to the fundamental period [5]. The cepstrum method is characterized by great accuracy and great numerical complexity [5].
	The main aim of this paper is to investigate the accuracy of determining the speech signal fundamental frequency and its statistical parameters in the presence of white noise with the cepstrum method. The most important statistical parameters of the fundamental frequency are taken as measures for the estimation: the mean, the standard deviation, the median and the mode. In this study, more extensive statistical sampling than in [4] will be analyzed to determine the statistical parameters. There will also be examined which statistical parameter of the fundamental frequency is the most accurate parameter for estimation.
	II. Experiment
	A. The Experiment Conditions
	As a material for analysis, sound recordings of ten female and ten male speakers (aged 20 to 35 years) are used. Sound Forge software package [6] is used for recording. It is done in laboratory conditions in the presence of normal ambient noise (external noise levels up to 45 dB (A)), with the integrated 16-bit sound card and the sampling frequency of 22.05 kHz. The speakers uttered the vowel /a/ in Serbian. A segment with stable fundamental frequency contour for half a second is selected for analysis. MATLAB software package [7] is used to determine the fundamental frequency by the cepstrum method, with the frame window length 1024 samples (46,4 ms) and the offset 256 samples (11,6 ms). 
	B. Statistical Parameters used in Analysis
	The following statistical parameters are calculated for all speakers: 
	 the arithmetic mean:
	                                                              (2)
	 the standard deviation:

	                                                    (3) 
	 the median, which is described as the numeric value separating the higher half of a sample from the lower half. The median of finite list of numbers can be found by arranging all the observations from lowest value to highest value and picking the middle one,
	 the mode, which is the value that occurs most frequently in a sample,
	where n is the number of elements in the sample. To obtain a mode, values are rounded to the nearest integer.
	TABLE I
	Statistical parameters of the fundamental frequency for noiseless signal 
	Speaker No.
	Mean
	Standard deviation
	Median
	Mode
	Male
	1.
	92.7
	0.8
	92.6
	93
	2.
	124.2
	0.8
	123.9
	125
	3.
	117.9
	1.1
	117.9
	117
	4.
	89.5
	0.6
	89.3
	89
	5.
	120.7
	1.6
	120.5
	120
	6.
	105.2
	2.2
	106.0
	107
	7.
	110.3
	1.9
	110.8
	111
	8.
	113.8
	2.0
	113.7
	114
	9.
	101.1
	1.1
	100.7
	101
	10.
	132.5
	0.7
	132.0
	132
	Female
	1.
	191.9
	1.2
	191.7
	192
	2.
	176.8
	0.6
	176.4
	176
	3.
	237.6
	1.8
	237.1
	237
	4.
	204.7
	1.8
	204.2
	204
	5.
	220.2
	2.2
	220.5
	221
	6.
	225.1
	3.4
	223.9
	222
	7.
	253.9
	2.3
	253.4
	256
	8.
	222.3
	4.0
	222.7
	218
	9.
	217.5
	3.0
	218.3
	218
	10.
	241.5
	1.6
	241.0
	241
	TABLE II
	Statistical parameters of the fundamental frequency for signal with SNR = 0 dB 
	Speaker No.
	Mean
	Standard deviation
	Median
	Mode
	Male
	1.
	94.7
	9.2
	92.6
	93
	2.
	124.7
	2.7
	124.6
	125
	3.
	118.0
	7.6
	117.9
	119
	4.
	90.0
	2.6
	89.6
	89
	5.
	121.1
	5.5
	120.5
	119
	6.
	106.5
	7.5
	105.5
	106
	7.
	111.9
	8.0
	111.4
	111
	8.
	112.5
	5.9
	113.7
	114
	9.
	102.2
	5.3
	101.1
	102
	10.
	132.5
	2.6
	132.0
	134
	Female
	1.
	192.3
	8.0
	191.7
	192
	2.
	179.9
	11.1
	177.8
	178
	3.
	234.3
	15.4
	237.1
	237
	4.
	206.9
	10.2
	206.1
	202
	5.
	218.9
	20.0
	220.5
	218
	6.
	229.1
	14.3
	225.0
	225
	7.
	252.4
	8.8
	254.9
	251
	8.
	218.2
	16.4
	222.7
	227
	9.
	214.1
	21.0
	218.3
	221
	10.
	234.4
	23.1
	242.3
	244
	III. Results and Discussion
	Table I shows results of the obtained statistical parameters for noiseless signal. 
	In order to estimate the fundamental frequency in presence of the noise, noise is added to a signal, whose level is calculated for a given signal to noise ratio (SNR). Such a noisy signal is recorded in MATLAB. The analysis of the influence of white noise to the fundamental frequency of speech signal is made for different values of the SNR.
	For the speech signal with the SNR =20 dB, the difference of the fundamental frequency value of the statistical parameters, compared to the same signal without noise is negligible, for speakers of both genders. 
	If the speech signal is superimposed by white noise in the way that SNR is 10 dB, standard deviation is several times larger than in an absence of the noise. The differences of other statistical parameters compared to the signal without noise are negligible, for male as well as female speakers.
	As the white noise is added to signal so that SNR = 0 dB, the calculated statistical parameters of the fundamental frequency are shown in Table II. Comparing the results from Table II with the ones from Table I, it becomes apparent that the arithmetic mean, the median and the mode slightly change. It should be noted that the standard deviation is the most sensitive statistical parameter of the fundamental frequency in the presence of noise, as results from Table II show. The absolute error is larger for female speakers in comparison with male speakers.  
	Reducing the value of the signal to noise ratio below 0 dB, the obtained values of fundamental frequency statistical parameters are depicted in Fig. 1. 
	a)
	c)
	d)
	Fig.1.  Statistical parameters of the fundamental frequency as a function of SNR (a) arithmetic mean, (b) standard deviation, (c) median and (d) mode 
	a)
	b)
	Fig.2.  The absolute error of median and mode of the fundamental frequency as a function of SNR for (a) females and (b) males
	The values of mean and standard deviation are significantly changed due to decreasing SNR (Figs. 1.a and 1.b). Therefore, the mean can not be used to estimate the fundamental frequency of the signal without noise. It is noted that there is a trend of increasing standard deviation with increasing noise level, which means that the cepstrum method loses the possibility of estimating the fundamental frequency contour.
	The median and the mode (Figs. 1.c and 1.d), as the important statistical parameters, remain roughly stable for large values of noise level. 
	From the results shown in Fig. 1, it could be concluded that the median and the mode are the statistical parameters that could estimate the fundamental frequency under the noisy conditions. The absolute errors for median and mode as a function of SNR for females and males are depicted in Figs. 2.a and 2.b, respectively.  From numerical comparisons of total error per speaker, given in Table III, it is noticed that the median could be used as a better estimator than the mode. Total error per speaker is calculated as the averaged (divided by number of gender speakers) sum of absolute errors for SNRs from 0 dB up to SNR given in first column in Table III.  
	TABLE III
	Total error per speaker
	 Total error per male speaker [Hz]
	Total error per female speaker [Hz]
	SNR [dB]
	Median
	Mode
	Median
	Mode
	(5
	3.0
	5.0
	9.4
	15.3
	(6
	3.7
	5.6
	11.7
	17.1
	(7
	5.0
	6.4
	13.7
	19.7
	(8
	6.6
	7.5
	16.5
	21.5
	(9
	8.6
	9.6
	20.9
	23.6
	It should be noted that Praat Software [8], as the open source software for the fundamental frequency determination, loses ability for estimation fundamental frequency contour for SNR= (2 dB or SNR= (3 dB depending on the analyzed sample, for the speakers of both genders [4]. As a method exploited for the fundamental frequency determination, Praat Software uses the auto-correlation or the cross-correlation method [3].
	IV. Conclusion
	In this paper, we have investigated the influence of white noise on basic statistical parameters of the speech signal fundamental frequency. The fundamental frequency parameters are determined by the cepstrum method, for the noiseless signal and the signal masked by the noise as well. From obtained results, it is found that the median and the mode could estimate the fundamental frequency for high level of noise. The results also show that for higher values of noise level the median can be used as more accurate statistical parameter than the mode, because it shows less sensitivity to the noise, for the speakers of both genders.
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